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Resource Allocation in Multi-divisional Multi-product Firms 

 

This paper is concerned with specifying and estimating the productive characteristics 

of multidivisional multiproduct companies at the divisional level. In order to accomplish 

this, we augment division-level information with inputs that are imputed based on 

profit-maximizing allocations within each division. This study builds on work by De 

Loecker et al. (2016) as well as Olley and Pakes (1996), Levinsohn and Petrin (2003) and 

Ackerberg et al. (2015), and extends this work by lifting a key assumption that single- 

and multi-product/division firms have the same production technique for the same 

product/segment. We estimate the production function and impute input allocations 

simultaneously in the absence of this key assumption as well as the constant share 

constraint of the input portfolio. Finally, our approach is applied to estimate the 

division-specific productivity of firms that compete in five segments of the global oilfield 

market. 

Key words: Multi-divisional Multi-product firm, heterogeneous technologies, 

productivity and performance, global oilfield market 
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1. Introduction 

In productivity analysis, access to input and output data is essential to estimate the 

production function. However, detailed input and output data, especially on the input side, 

is often incomplete or inaccessible to researchers. An example relates to the estimation of 

productivity in an industry. More and more integrated companies have a multi-divisional 

form (MDF or M-form) and have footprints in multiple segments. The companies report 

total output and input data, and possibly division-level output as well, but not 

division-level inputs. Such information is not sufficient to reflect the company’s 

resources invested in the targeted segment and to estimate the segment-specific 

production function. In this case, the input allocations across divisions/segments for each 

firm need to be collected or imputed to properly study the M-form firms and the 

segments in which they have footprints.  

Such a problem also exists in modeling productivity by country/region. Many models 

of world productivity have been proposed in the literature, but most assume a common 

production function for the entire economy. However, different sectors or industries 

within an economy clearly utilize different technologies. Some industries are more 

labor-intensive, while others are more capital-intensive. Many economists overlook this 

economic structural heterogeneity while others choose to ignore such issues due to the 

lack of industry-level data.  

These examples illustrate two challenges that arise as a result of unobservable input 

allocations, or the “black box” within multi-divisional organizations. For each 

multi-divisional organization, the productivity levels measured by standard production 

methods do not provide the difference in performance across divisions. For each segment, 

the production function cannot be estimated, since the inputs allocated in that specific 

segment are unknown for those multi-divisional firms. The focus of this paper is on these 

two issues, analyzing the divisional productivity of multi-divisional firms and 

segment-specific production functions for relevant segments.  

The setup of multi-divisional firms and multi-product firms in economics and finance 

studies has been very similar, as most conglomerates adopt the M-form, wherein each 

division presents one product line that produces one output in order to produce multiple 

products. Many studies (Teece (1998), McEwin (2011), among them) call such a business 
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organization a multi-divisional multi-product firm. We study such multi-divisional firms 

and multi-product firms and also analyze standard assumptions and conventions adopted 

from the literature in order that appropriate methods for modeling and estimating the 

technologies of such M-firms can be implemented.    

It is worth noting the relationship among the three words that this research frequently 

uses: product, division, and segment. Suppose an energy firm has two divisions - one 

producing oil and the other producing natural gas; it is said that this is a multi-divisional 

multi-product firm. Such a company has an oil division that generates the oil product in 

the oil segment, as well as a natural gas division that generates the natural gas product in 

the natural gas segment. Therefore, the words product, division, and segment are a 

one-to-one match. For one product, the matching division is the department or branch of 

the firm that generates this product, while the matching segment refers to the market for 

that product.  

De Loecker et al. (2016) point out that input allocations of multi-product firms are 

typically unobservable. According to their setup, these multi-product firms can be treated 

as multi-divisional multi-product firms. They exploit data on single-product firms to 

estimate the production function for each product line, assuming that the production 

function is the same for single- and multi-product firms that generate the same product. 

The production functions estimated from single-product firms allow them to back out 

allocations of inputs across products within a multi-product firm.  

De Loecker et al. (2016) also note that the key assumption in their work—the 

production techniques for single- and multi-product firms are the same for one product 

line—is already implicitly employed in all previous work that pools data across single- 

and multi-product firms (e.g., Olley and Pakes (1996) and Levinsohn and Petrin (2003)). 

This is of course a testable hypothesis and we examine its validity in our analysis below. 

Another issue in this line of empirical study is that there may not be enough observations 

if there are only a few single-product firms, but many more multi-divisional firms in a 

product line. For example, two of the five segments in our study of the global oilfield 

market are dominated by multi-divisional firms. There are only seven and eight 

single-division firms in the completion and production segments, respectively. Another 
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example concerns world productivity analysis, where almost all countries are 

multi-product/division “firms” since they all have more than one industry.  

In order to implement their model, De Loecker et al. (2016) also assume that the share 

of a firm’s inputs allocated to a given product line is constant, and thus independent of 

the input type. For example, if a product line uses 30% of the firm’s labor, it also uses 30% 

of the firm’s capital. However, this assumption (assumption 4 in their paper) may not be 

consistent with the product-specific production function assumption (assumption 1 in 

their paper). For a multi-product firm, some product lines are relatively labor-intensive 

and require a higher labor share in the input portfolio, while other product lines are 

relatively capital-intensive and need a higher capital share in the input portfolio. We lift 

this assumption in our analysis and let the data speak to the constancy of a firm’s input 

shares allocated to a given product line.  

Valmari (2016) also studies product-specific production function of multi-product 

firms. He also emphasizes the two key assumptions in De Loecker et al. (2016) as we 

mentioned above, and criticizes that the share of a profit maximizing firm’s inputs 

allocated to a given product line cannot be constant. However, Valmari (2016) also 

assumes single- and multi-product firms use similar product-specific technologies and 

highlights that this is the key assumption that enables De Loecker et al. (2016) to 

estimate the production functions using data on single-product firms only without 

simultaneously solving for the unobservable input allocations.  

Thus our study makes three central contributions. First, we test the key assumption that 

previous studies rely on, i.e., that single- and multi-product/division firms have the same 

production technique for the same product/segment. Second, we estimate the production 

function and impute input allocations simultaneously in a setting in which the share of the 

input portfolio is not constrained to be constant across segments and the single- and 

multi-product/division firms are not assumed to have the same production technique for 

the same product/segment. These are two assumptions relied on by De Loecker et al. 

(2016). Third, we study the productivity and efficiency of a major strategic industry, the 

global oilfield market, also referred to as the oil and gas service industry, using methods 

that address these aforementioned issues. Our empirical study suggests that the key 

assumptions typically made in such empirical settings are not always valid and may lead 
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to erroneous conclusions about the productivity and efficiency of firms in this key 

industry. Moreover, our division-level analyses provides valuable information for firms’ 

mergers and acquisitions (M&A) decisions and are consistent with and predictive of 

recent major business decisions by several of the large companies in the oil and gas 

service industry.  

To accomplish this we develop a model to explore resource allocation across divisions 

within a multi-divisional firm when division-level outputs, total inputs, and segment 

average input prices are available. The undistorted input allocations must simultaneously 

satisfy two systems of equations including segment-specific stochastic production 

functions and the maximization of the mathematical expectation of profit for each 

multi-divisional firm.  

An iterative method is used to jointly solve these two systems and impute undistorted 

input allocations. Then, stochastic frontier analysis is used to estimate the 

segment-specific production frontiers. Since there is one frontier for each segment, this 

method is called the segment-specific production frontier (SSPF), while the standard 

stochastic frontier analysis assuming similar production frontiers across segments is 

called the single production frontier (SPF) approach.  

This study tests the accuracy of the estimation using panel data for twenty-two 

Organization for Economic Co-operation and Development (OECD) countries from 2000 

to 2006 where the actual input allocations are observed. The imputed undistorted input 

allocations are closer to the actual levels than the three competing estimations. Moreover, 

the iteration converges to the same point using different initial guesses.  

This SSPF approach is used to explore the unobservable input allocations of 

multi-divisional firms in the global oilfield market, which is composed of five segments. 

This study finds no evidence of scale economies, as the estimated production function is 

constant returns to scale. However, we do find economies of scope, since the 

multi-divisional firms on average have higher productivity than single-divisional firms. 

Moreover, the single- and multi-divisional firms in the capital equipment segment have 

different production functions, which provide evidence that a key assumption in this 

literature is not always valid. Multi-divisional firms may have very different efficiency 

levels across segments and they prefer to invest in more efficient segments. This SSPF 
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approach can estimate division-level and firm-level efficiency as well as average 

efficiency for each segment.  

The remainder of the paper is structured as follows. Section 2 introduces the 

methodology of the SSPF approach. Section 3 presents our empirical application on the 

global oilfield market. Section 4 consists of the conclusions drawn. Data construction, 

imputation algorithms, as well as robustness checks and extended results based on the 

translog functional form in addition to those based on the Cobb-Douglas that we report in 

the main body of our paper are found in the Appendices.     

2. The Model 

2.1 Multi-divisional Firms and Multi-product Firms 

The multi-divisional form is an organizational structure that separates a company into 

individual divisions based on location or products. A multi-divisional (form) firm is 

essentially divided into semiautonomous divisions that have their own unitary structures, 

and division managers are responsible for their own production and for maximizing profit 

division-wide. There is a central office that develops overall strategies to maximize 

overall company-wide profit. Thus the headquarters are in charge of overall strategic 

decisions, while division managers are allowed to make their own operational choices.  

Multi-divisional firms, or conglomerates, have been popular in the United States since 

the 1960s and currently account for over 60% of the book assets and market equity of 

S&P 500 firms (Duchin et al., 2015). This type of firm is mostly studied in corporate 

finance and management research. The main focus of the corporate finance and 

management research on multi-divisional firms has been on comparisons between the 

U-form (unitary form) and the M-form (multi-divisional form), the principal-agent 

problem between headquarters and division managers, and transfer pricing and tax 

minimization.  

The M-form provides many advantages. First, firms can be more productive by 

diversifying under the assumption of neoclassical diminishing returns within the industry 

(Maksimovic and Phillips, 2002). Second, a large company has higher brand value and 

spillover effects that can be shared across divisions. Third, division managers can more 
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efficiently handle the day-to-day operations of their own divisions. Fourth, even if some 

units of the firm fail, the other divisions can still be productive and profitable, which 

guarantees a more versatile, less risky, and more enduring organization. Fifth, diversified 

firms can allocate capital better than typical external market sources due to their superior 

inside information (Williamson, 1975). The headquarters also can expand highly 

productive divisions and abandon low producing divisions more effectively than the 

market (Stein, 1997). The M-form combines the advantages of a distinct brand and 

economies of scale for a large conglomerate, while maintaining the operational flexibility 

of a small firm.  

The M-form also has disadvantages. The headquarters of multi-divisional firms may 

not be able to manage the various different businesses as effectively as single-division 

firms. In addition to coordination problems, conglomerates suffer from agency problems, 

wherein division managers may report incorrect information to maximize profits 

division-wide, rather than firm-wide. Bureaucracy and a lack of managerial focus are also 

frequent problems. Moreover, a lack of transparency, such as the black box of input 

allocations across divisions that this study discusses, also discourages investors. As a 

result, the stock market may value a diversified group of businesses and assets at less 

than the sum of its parts, which is referred to as the “conglomerate discount.” Many 

scholars (Berger and Ofek, 1995; Lang and Stulz, 1994) find that multi-divisional firms 

have lower productivity levels than single-division firms.  

It is important to clarify the definitions and terminology used in the literature on 

multi-product and multi-divisional firms. Multi-product firms produce multiple goods 

and face the problem of how to allocate inputs in each product line. Multi-divisional 

firms are those that have multiple semi-autonomous divisions and face the problem of 

how to allocate inputs in each division. On the one hand, multi-product firms take either a 

unitary form (e.g., a small farm that produces vegetables and fruits) or a multi-divisional 

form (e.g., General Electric operates through multiple divisions: power & water, oil & 

gas, aviation, healthcare, transportation, capital, and energy management). On the other 

hand, a multi-divisional form can be adopted by either single-product firms (e.g., an 

electricity company owning several power plants) or multi-product firms (e.g., the GE 

case mentioned above).  



 

9 

 

Since the multi-divisional form became popular in the 1960s, more and more studies 

focus on these organizational structures, especially for multi-product firms. Williamson 

(1975) theorizes the information-processing advantages that a multi-product firm can 

achieve by deploying a multi-divisional form. Teece (1981) concludes that large 

multi-product firms that adopted a multi-divisional form always perform better than those 

with a unitary form. Although more and more large firms are both multi-divisional and 

multi-product, some differences between the two were revealed in previous studies.  

Earlier studies on multi-divisional firms largely have appeared in the finance and 

management literatures and tend to focus on the principal-agent problem (Grossman and 

Hart, 1983; Hölmstrom, 1979, 1982; Ross, 1973), since divisional managers are 

responsible for their own profit maximization, which may conflict with firm-level profit 

maximization. Multi-product firm studies largely are found in the literatures on empirical 

industrial organization, productivity and efficiency, and international trade,  and center 

on product choices: how to concentrate on the most productive goods and drop the least 

productive goods in global markets (Baldwin et al., 2005; Bernard et al., 2011) and in 

national markets (Bernard et al., 2010; Broda and Weinstein, 2010). 

As Valmari (2016) mentioned, most of the existing studies of multi-product firms 

assume that all of the company’s products is generated with a firm-level technology. In 

recent years, both multi-divisional and multi-product studies have begun to consider 

division-specific or product-specific production functions, rather than a unique 

production function at the firm level. Maksimovic and Phillips (2002) find evidence to 

indicate that the majority of U.S. conglomerates grow efficiently and therefore study 

resource allocation in the absence of an agency problem. In this paper we follow 

Maksimovic and Phillips (2002) and study multi-divisional firms in the absence of an 

agency problem. A more detailed discussion of this issue is discussed in section 2.3. 

Differences between multi-divisional firms and multi-product firms are minimized 

when the assumptions of division (product)-specific production and the absence of an 

agency problem are made. The lack of an agency problem to which we refer speaks to the 

optimal decisions of divisional managers that are consistent with firm-level 

maximization. However, that every division’s goal is to do their best the best may not 

correspond to frontier behavior. Most conglomerates have both multi-product and 
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multi-divisional characteristics and set each product line as a division, with divisional 

managers making operational decisions. Although they may be attempting to 

profit-maximize those goals may not play out in the real world.  

2.2 General Model 

Suppose companies can have footprints in one or multiple segments in a “M Inputs – N 

Outputs/Segments – T periods” economy. We outline below methods to model such a 

production process and to estimate the productivity and efficiency of such enterprises, 

where stochastic frontier analysis 2  is used as the production method to nest the 

neoclassical production model that assumes fully efficient allocations. The usual 

approach to model such a technology, wherein one production frontier applies to all the 

firms, is denoted as the single production frontier (SPF, hereafter) approach, while our 

new model, where segment-specific production frontiers exist, is denoted as the 

segment-specific production frontier (SSPF, hereafter) approach. 

2.2.1 Single Frontier Analysis. 

The canonical stochastic frontier model for panel data, or what this study calls the SPF 

estimator, specifies production for an individual company 𝑖𝑖 at time 𝑡𝑡 as 

  𝑌𝑌𝑖𝑖𝑖𝑖 = 𝑓𝑓(𝑋𝑋𝑖𝑖𝑖𝑖;𝛽𝛽0)exp(𝜏𝜏𝜏𝜏)exp(𝜈𝜈𝑖𝑖𝑖𝑖)exp(−𝑢𝑢𝑖𝑖𝑖𝑖),               (1) 

where 𝑌𝑌𝑖𝑖𝑖𝑖 is the aggregated output of company (firm) i at time t; 𝑋𝑋𝑖𝑖𝑖𝑖 = (𝑋𝑋𝑖𝑖𝑖𝑖1 ,𝑋𝑋𝑖𝑖𝑖𝑖2 , . . . ,𝑋𝑋𝑖𝑖𝑖𝑖𝑀𝑀) 

denotes the vector of the M types of inputs; 𝑓𝑓(𝑋𝑋𝑖𝑖𝑖𝑖;𝛽𝛽0) ⋅ exp(𝜏𝜏𝜏𝜏)  is the average 

production frontier, where 𝑓𝑓(𝑋𝑋𝑖𝑖𝑖𝑖;𝛽𝛽0) is the time-invariant part of the average production 

function, 𝛽𝛽0 = (𝛽𝛽01,𝛽𝛽02, . . . ,𝛽𝛽0𝑀𝑀) is a vector of technical parameters to be estimated, 

and 𝜏𝜏 is a vector that contains a group of year dummy variables and shift the production 

frontier over time with corresponding coefficients 𝜏𝜏;  exp(𝜈𝜈𝑖𝑖𝑖𝑖)  is the stochastic 

component that describes random shocks affecting the production process. The stochastic 

term 𝜈𝜈𝑖𝑖𝑖𝑖 is standard idiosyncratic noise assumed to be normally distributed with a mean 

of zero and a standard deviation of 𝜎𝜎𝜈𝜈 while 𝑢𝑢𝑖𝑖𝑖𝑖 is a one-sided stochastic term with a 

positive mean 𝜇𝜇𝑖𝑖𝑖𝑖 > 0. Technical efficiency (TE) is defined as the ratio of observed 
                                                      

2 Stochastic frontier analysis (SFA) is a method of economic modelling widely used in productivity and efficiency analysis. See 
Kumbhakar and Lovell (2003).   
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output to the expected maximum feasible output and is 𝑇𝑇𝑇𝑇𝑖𝑖𝑖𝑖 = exp(−𝑢𝑢𝑖𝑖𝑖𝑖). 𝑇𝑇𝑇𝑇𝑖𝑖𝑖𝑖 = 1 or 

𝜇𝜇𝑖𝑖𝑖𝑖 = 0 shows that the i-th individual allocates at the production frontier and obtains the 

maximum feasible output at time t, while 𝑇𝑇𝑇𝑇𝑖𝑖𝑖𝑖 < 1 or 𝑢𝑢𝑖𝑖𝑖𝑖 > 0 provides a measure of the 

shortfall of the observed output from the maximum feasible output. This study uses the 

error components specification with time-varying efficiencies (Battese and Coelli, 1992), 

where 𝑢𝑢𝑖𝑖𝑖𝑖 = exp (−𝜂𝜂(𝑡𝑡 − 𝑇𝑇)) ∗ 𝑢𝑢𝑖𝑖) . To sum up, the input coefficients 𝛽𝛽0  of the 

production function in Eq. (1) are time-invariant, while the firm-specific intercept term is 

shifted by a common time varying component. This study will test if the coefficients 𝛽𝛽0 

of the production function also change over time in the empirical analysis.  

2.2.2 Segment-Specific Frontier Analysis. 

Eq. (1) assumes a unique production function across segments and is not a useful 

representation of technologies that are segment-specific. A meta-frontier function is a 

widely used method to investigate firms in different groups that may not have the same 

technology (Battese and Rao, 2002). The meta-production function was first established 

by Hayami (1969) and Hayami and Ruttan (1970), which is treated as the envelope of 

commonly conceived neoclassical production functions (Hayami and Ruttan, 1971). This 

method is attractive theoretically since the producers in the same group have potential 

access to the same technology but there exist technology gaps across groups. It is worth 

noting that the technology gaps among different groups in the original meta-production 

studies are often caused by geographic reasons. For example, Mundlak and 

Hellinghausen (1982) and Lau and Yotopoulos (1989) adopt this method to compare 

agricultural productivity across countries. 

The meta-frontier methodology is introduced in stochastic frontier analysis and 

becomes a function that envelopes all the frontiers of groups using different technologies 

(Battese et al., 2004). For example, Sharma and Leung (2000) use stochastic 

meta-frontier model to estimate the efficiency of aquaculture farms in South Asian 

nations. The technology gaps between units across regions or countries are the main 

causes to use stochastic meta-frontier models (Huang et al., 2010).  

The concept of a group-specific frontier in the meta-frontier literature provides a useful 

paradigm that allows different segments to have different frontiers as they possess 
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different technologies. In this paper, we assume the production frontier is 

segment-specific. Moreover, all the players in the same segment, including both 

single-division firms and the divisions of the multi-divisional firms, are assumed to have 

potential access to the same technology at this point. Therefore, different divisions in a 

multi-divisional firm that has footprints in multiple segments are under different frontiers. 

In a “M Inputs – N Products/Segments – T periods” economy, each equation in the 

system of 𝑁𝑁  equations describes the production techniques for the corresponding 

segment. This system can be written as: 

           �
𝑌𝑌𝑖𝑖1𝑖𝑖 = 𝑓𝑓1(𝑋𝑋𝑖𝑖1𝑖𝑖;𝛽𝛽1) exp (𝜏𝜏1𝜏𝜏1) exp (𝜈𝜈𝑖𝑖1𝑖𝑖) exp (−𝑢𝑢𝑖𝑖1𝑖𝑖)  
   ⋮
𝑌𝑌𝑖𝑖𝑖𝑖𝑖𝑖 = 𝑓𝑓𝑖𝑖(𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖;𝛽𝛽𝑖𝑖) exp (𝜏𝜏𝑖𝑖𝜏𝜏𝑖𝑖) exp (𝜈𝜈𝑖𝑖𝑖𝑖𝑖𝑖) exp (−𝑢𝑢𝑖𝑖𝑖𝑖𝑖𝑖)  

,            (2) 

where 𝑌𝑌𝑖𝑖𝑖𝑖𝑖𝑖 represents the observed scalar output and 𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖 are vectors of unobserved 

inputs of firm i in segment j at time t, respectively. 𝑓𝑓𝑖𝑖(𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖;𝛽𝛽𝑖𝑖) is the heterogeneous 

production frontier for segment j, where 𝛽𝛽𝑖𝑖 = (𝛽𝛽𝑖𝑖1,𝛽𝛽𝑖𝑖2, . . . )  is a vector of 

segment-specific technical parameters; 𝜏𝜏𝑖𝑖 = (𝜏𝜏𝑖𝑖2,𝜏𝜏𝑖𝑖3, . . . ,𝜏𝜏𝑖𝑖𝑗𝑗)  are vectors of year 

dummy variables to control for production frontier changes across time and 𝜏𝜏𝑖𝑖 =

(𝜏𝜏𝑖𝑖2, 𝜏𝜏𝑖𝑖3, . . . , 𝜏𝜏𝑖𝑖𝑗𝑗)  vectors the coefficients of the year dummy variables; and 𝑢𝑢𝑖𝑖𝑖𝑖𝑖𝑖 =

(−𝜂𝜂(𝑡𝑡 − 𝑇𝑇)) ∗ 𝑢𝑢𝑖𝑖𝑖𝑖  is the time-variant efficiency indicator. 𝜈𝜈𝑖𝑖𝑖𝑖𝑖𝑖  is the noise that is 

considered normally distributed with a mean of zero and a standard deviation of 𝜎𝜎𝜈𝜈𝑖𝑖. The 

data pooled into the j-th equation in Eq. (2) depends on the validity of a key assumption. 

This key assumption is that single- and multi-product/division firms have the same 

production technique for the same product/segment). If this assumption made by De 

Loecker et al. (2016) is adopted, then all of the divisions for firms that are single division 

firms and all corresponding divisions of multi-product firms operating in the same 

segment (j) are included in the pooled regression model. However, we can test if this 

assumption is valid and if a single-division firm and the corresponding division of the 

multi-divisional firm that operate in the same segment (of the five segments: exploration, 

drilling, completion, production, capital equipment and other) have different production 

technologies then we can remove them from the pooled regression and allow each to have 

their own production regression model.   
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The SSPF approach can predict division-level efficiency for multi-divisional firms 

(𝑇𝑇𝑇𝑇�𝑖𝑖𝑖𝑖𝑖𝑖 = 𝑒𝑒−𝑢𝑢𝑖𝑖𝑖𝑖𝑖𝑖 ) and firm-level efficiency for single-division firms. The firm-level 

efficiency for the multi-divisional firm 𝑖𝑖 at time 𝑡𝑡, 𝑇𝑇𝑇𝑇�𝑖𝑖𝑖𝑖, is the weighted average of its 

efficiency in each division.  

𝑇𝑇𝑇𝑇�𝑖𝑖𝑖𝑖 = ∑ �𝑅𝑅𝑖𝑖𝑖𝑖𝑖𝑖
𝑅𝑅𝑖𝑖𝑖𝑖

𝑇𝑇𝑇𝑇�𝑖𝑖𝑖𝑖𝑖𝑖�𝑖𝑖 , 

where 𝑅𝑅𝑖𝑖𝑖𝑖 is the firm-level revenue for firm 𝑖𝑖 at time 𝑡𝑡 and 𝑅𝑅𝑖𝑖𝑖𝑖𝑖𝑖 is the division-level 

revenue for firm 𝑖𝑖 in division 𝑗𝑗 at time 𝑡𝑡.  

Compared with a standard SPF, the SSPF approach considers the heterogeneity in 

production frontiers across segments and can derive divisional level efficiency. However, 

the unobserved input allocations at the divisional level need to be imputed. We next 

present the assumptions, the methodology, and a method to assess the accuracy of the 

imputations of this imputation approach.  

2.3 Assumptions  

Before building the model to impute input allocations across divisions, we discuss several 

key assumptions we must make.    

Assumption 1: Maksimovic and Phillips (2002) Agency problems are absent and thus 

the multi-divisional firms are profit-maximizing at the firm-level, have undistorted input 

allocations, and report actual and accurate price and quantity information to the 

headquarters.   

Each semiautonomous division has its own unitary structure and managers are 

responsible for their own division, which may be inconsistent with the goal of the entire 

company. This principal-agent problem in multi-divisional firms has been studied by 

many economists since Ross (1973) and Hölmstrom (1979). Hölmstrom (1982) and 

Grossman and Hart (1983) solve the moral hazard of the division managers by designing 

a compensation scheme so that the semiautonomous divisions would not deviate from the 

equilibrium. Maksimovic and Phillips (2002) analyze optimal firm size, growth, and 

resource allocation by using a profit-maximizing neoclassical model in the absence of an 

agency problem. They find evidence to indicate that majority of U.S. conglomerates grow 
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efficiently and therefore study resource allocation in absence of an agency problem. We 

follow the ideas of Maksimovic and Phillips (2002) by assuming no limit on the inputs 

one company can employ, indicating that the firm-level profit maximization problem is 

the first best and that divisions do not have to compete for inputs. If this assumption is 

made then division managers are willing to truthfully report their actual operational 

conditions and not overstate divisional profits, anticipating that additional resources 

would be allocated to their division, and the upstream profit-maximizing headquarters 

therefore know what actual profits are. The empirical results in Maksimovic and Phillips 

(2002) indicate that the actual resource allocations for most conglomerates are generally 

consistent with the undistorted/optimal allocations of resources across divisions to 

maximize profit. Therefore, the undistorted input allocations for profit-maximizing 

multi-divisional firms can be used to impute the unobserved input allocations that 

companies are not required to (and thus do not) report at the division level. It is worth 

noting that we allow technical inefficiency in the production function and hence in the 

profit function, which determines the undistorted input allocations. Companies with 

different levels of productivity (technical efficiency) have different levels of input usage 

for different divisions. 

Assumption 2: Spillover effects on input prices are division-invariant functions of firm 

size. Firm size can be measured by total costs.   

Potential reasons for the presence of the multi-divisional form are economies of scale, 

as the firms become larger and more diversified, economies of scope, and spillover 

effects. There are of course also possibilities for diseconomies due to coordination issues 

and other constraints on managing a heterogeneous set of divisions. Economies of scope 

for multi-divisional firms would suggest that such firms enjoy higher productivity and 

efficiency than single-division firms, which is considered in De Loecker et al. (2016) and 

also allowed in this paper. In our empirical work below we do not find evidence of scale 

economies. However, we do find economies of scope. 

Spillover effects can be another important driver of the multi-divisional form for firms 

in this industry. Sönmez (2013) presents a literature survey on firm survival and 

concludes that the survival probability of a firm increases with firm size. On the one 

hand, Burdett and Mortensen (1998) and Coles (2001) discuss how firms trade off higher 
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wages against a lower quit rate when they expect a higher likelihood of survival. They 

also find that in equilibrium, large firms with many employees pay high wages relative to 

small firms with few employees that pay lower wages. On the other hand, many studies 

have found that larger firms pay less for capital (Botosan, 1997; Gebhardt et al., 2001; 

Petersen and Rajan, 1994; Poshakwale and Courtis, 2005; Reverte, 2012), since large 

firms have a higher survival probability and lower risk. As a result, larger firms are more 

capital-intensive than smaller ones due to factor prices differing by firm size (Söderbom 

and Teal, 2004), again reinforcing our assumption that the price of capital and the price 

of labor are affected by firm size.  

The effect of firm size on input prices is similar across divisions. Duchin et al. (2015) 

point out that the spillovers (within-firm peer effects) in compensation and capital 

expenditure are equally strong across related and unrelated divisions within a firm. If the 

effect is not equal across segments, less-benefiting divisional managers will lobby and 

negotiate with the headquarters. Levin (2002) presents a model where the actions of the 

firm toward a group of employees affect the expectations of the other employees, 

suggesting the importance of wage equity across divisions. Multi-divisional firms thus 

would pay the same premium/discount based on the segment average compensation for 

employees to maintain a similar quit rate across divisions. The capital prices across 

divisions within the same multi-divisional firm reflect the same company risk over and 

above the segment-specific systematic risk. Therefore, the capital prices of different 

divisions within the same multi-divisional firm have the same premium/discount on the 

basis of each segment’s benchmark interest rate that depends on the systematic risk of the 

segment. We assume an equal effect of firm size across divisions and thus that the 

premium/discount on input prices due to spillover effects is equal across divisions.  

Assumption 3: Capital is chosen prior to the realization of the production, while labor 

and intermediate inputs (if included as an input) are chosen at the time production takes 

place.  

This assumption specifies the timing of input choices, which is consistent with classic 

productivity frameworks in Olley and Pakes (1996) and Levinsohn and Petrin (2003). In 

the framework of Olley and Pakes (1996), the labor used in time 𝑡𝑡 is chosen when the 

productivity shock at time 𝑡𝑡 is observed, while the capital used in time 𝑡𝑡 is chosen at 
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time 𝑡𝑡 − 1  because 𝐾𝐾𝑖𝑖 = (1 − 𝛿𝛿𝑖𝑖−1)𝐾𝐾𝑖𝑖−1 + 𝐼𝐼𝑖𝑖−1 , where 𝐾𝐾𝑖𝑖 , 𝛿𝛿𝑖𝑖 , and 𝐼𝐼𝑖𝑖  are capital, 

depreciation rate and investment, respectively, at time 𝑡𝑡. Ackerberg et al. (2015) describe 

those inputs that are chosen at the time production takes place as non-dynamic inputs. In 

Levinsohn and Petrin (2003), labor and intermediate inputs are both non-dynamic inputs, 

while capital is not. We allow labor and intermediate inputs (if included as an input) to be 

non-dynamic inputs (see Ackerberg, Caves, and Frazer, 2015, pg. 2421).  

2.4 Imputation Algorithm 

Let 𝑅𝑅𝑖𝑖𝑖𝑖𝑖𝑖 be the division-level revenue for firm 𝑖𝑖 in division 𝑗𝑗 at time 𝑡𝑡; 𝐼𝐼𝑖𝑖𝑖𝑖 be the 

information set for firm 𝑖𝑖 at time 𝑡𝑡; 𝑇𝑇[𝑅𝑅𝑖𝑖𝑖𝑖𝑖𝑖|𝐼𝐼𝑖𝑖𝑖𝑖−1] be the expected revenue for firm 𝑖𝑖 

in division 𝑗𝑗 at time 𝑡𝑡 given the information set at time 𝑡𝑡 − 1; 𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖𝑘𝑘  be unobserved k-th 

input of firm i in division j at time t for all 𝑘𝑘 < 𝑀𝑀, and the last input, 𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖𝑀𝑀 , be the 

division-level capital input; 𝑝𝑝𝑖𝑖𝑖𝑖 be the average price of the output in segment j at time t; 

𝑐𝑐𝑖𝑖𝑖𝑖𝑘𝑘  be the average price of the k-th input in segment j at time t; 𝑟𝑟𝑖𝑖𝑖𝑖′𝑖𝑖𝑘𝑘  be the ratio of 

average price for the k-th input between segments j and j’ at time t; 𝑊𝑊(𝑖𝑖, 𝑡𝑡) be a subset 

of 𝑊𝑊 = (1,2, . . . ,𝑁𝑁), indicating the segments where firm i at time t has a footprint; 

𝛽𝛽𝑖𝑖 = (𝛽𝛽𝑖𝑖1,𝛽𝛽𝑖𝑖2, . . . )  be a vector of technical parameters in segment 𝑗𝑗 ’s production 

function; 𝜈𝜈𝑖𝑖𝑖𝑖𝑖𝑖 ∼ 𝑁𝑁(0,𝜎𝜎𝜈𝜈𝑖𝑖2 ) be the white noise in segment 𝑗𝑗’s production function; 𝜏𝜏𝑖𝑖𝑖𝑖 

be the coefficient of time 𝑡𝑡’s dummy variable in segment 𝑗𝑗’s production function; 

𝐴𝐴𝑖𝑖𝑖𝑖𝑖𝑖 = exp�𝛼𝛼𝑖𝑖 + 𝜏𝜏𝑖𝑖𝑖𝑖 − 𝑢𝑢𝑖𝑖𝑖𝑖𝑖𝑖� be the (total-factor) productivity in segment 𝑗𝑗’s production 

function for firm i; 𝛿𝛿𝑖𝑖𝑘𝑘𝑗𝑗 be the coefficient of the intersection between the k-th input and 

l-th input in segment 𝑗𝑗’s production function if the function takes Transcendental 

Logarithmic form; log(𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖′)|log(𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖) ∼ 𝑁𝑁(log(𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖) + 𝜇𝜇𝑥𝑥𝑖𝑖 ,𝜎𝜎𝑥𝑥𝑖𝑖2 ) for all 𝑥𝑥 = 𝑝𝑝,𝐴𝐴,𝑋𝑋𝑘𝑘 , 

which means the growth rate of 𝑥𝑥 is normally distributed with a mean of 𝜇𝜇𝑥𝑥𝑖𝑖 and a 

standard deviation of 𝜎𝜎𝑥𝑥𝑖𝑖.  

Theorem 1: Under Assumptions 1-3, the undistorted input allocations in 

multi-divisional firms satisfy: (i)  
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𝜕𝜕𝜕𝜕[𝑅𝑅𝑖𝑖𝑖𝑖𝑖𝑖 | 𝐼𝐼𝑖𝑖𝑖𝑖 ] 

𝜕𝜕𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖
𝑘𝑘

𝜕𝜕𝜕𝜕�𝑅𝑅𝑖𝑖𝑖𝑖′𝑖𝑖 | 𝐼𝐼𝑖𝑖𝑖𝑖�

𝜕𝜕𝑋𝑋𝑖𝑖𝑖𝑖′𝑖𝑖
𝑘𝑘

=
𝑐𝑐𝑖𝑖𝑖𝑖
𝑘𝑘

𝑐𝑐𝑖𝑖′𝑖𝑖
𝑘𝑘 = 𝑟𝑟𝑖𝑖𝑖𝑖′𝑖𝑖

𝑘𝑘 ,∀𝑖𝑖, 𝑡𝑡,∀𝑘𝑘 < 𝑀𝑀,∀𝑗𝑗, 𝑗𝑗′ ∈ 𝑊𝑊(𝑖𝑖, 𝑡𝑡)

𝜕𝜕𝜕𝜕[𝑅𝑅𝑖𝑖𝑖𝑖𝑖𝑖 | 𝐼𝐼𝑖𝑖𝑖𝑖−1 ] 

𝜕𝜕𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖
𝑀𝑀

𝜕𝜕𝜕𝜕�𝑅𝑅𝑖𝑖𝑖𝑖′𝑖𝑖 | 𝐼𝐼𝑖𝑖𝑖𝑖−1�

𝜕𝜕𝑋𝑋𝑖𝑖𝑖𝑖′𝑖𝑖
𝑀𝑀

=
𝑐𝑐𝑖𝑖𝑖𝑖−1
𝑀𝑀

𝑐𝑐𝑖𝑖′𝑖𝑖−1
𝑀𝑀 = 𝑟𝑟𝑖𝑖𝑖𝑖′𝑖𝑖−1

𝑀𝑀 ,∀𝑖𝑖, 𝑡𝑡,∀𝑗𝑗, 𝑗𝑗′ ∈ 𝑊𝑊(𝑖𝑖, 𝑡𝑡)

∑ 𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖𝑘𝑘𝑖𝑖∈𝑊𝑊(𝑖𝑖,𝑖𝑖) = 𝑋𝑋𝑖𝑖𝑖𝑖𝑘𝑘 ,∀𝑖𝑖,𝑘𝑘, 𝑡𝑡

.             (3) 

(ii) When the production function has a Cobb-Douglas form, (i) derives 

   

⎩
⎪
⎨

⎪
⎧𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖𝑘𝑘 = 𝛽𝛽𝑖𝑖𝑘𝑘𝑅𝑅𝑖𝑖𝑖𝑖𝑖𝑖

∑ 𝛽𝛽𝑖𝑖′𝑘𝑘𝑖𝑖′∈𝑊𝑊(𝑖𝑖,𝑖𝑖) 𝑅𝑅𝑖𝑖𝑖𝑖′𝑖𝑖𝑟𝑟𝑖𝑖𝑖𝑖′𝑖𝑖
𝑘𝑘 𝑒𝑒𝑥𝑥𝑒𝑒 �𝜈𝜈𝑖𝑖𝑖𝑖𝑖𝑖−𝜈𝜈𝑖𝑖𝑖𝑖′𝑖𝑖+0.5𝜎𝜎𝑣𝑣𝑖𝑖′

2 −0.5𝜎𝜎𝑣𝑣𝑖𝑖
2 �
𝑋𝑋𝑖𝑖𝑖𝑖𝑘𝑘 ,   ∀𝑘𝑘 < 𝑀𝑀

𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖𝑀𝑀 = 𝛽𝛽𝑖𝑖𝑀𝑀𝑅𝑅𝑖𝑖𝑖𝑖𝑖𝑖

∑ 𝛽𝛽𝑖𝑖′𝑀𝑀𝑖𝑖′∈𝑊𝑊(𝑖𝑖,𝑖𝑖) 𝑅𝑅𝑖𝑖𝑖𝑖′𝑖𝑖𝑟𝑟𝑖𝑖𝑖𝑖′𝑖𝑖′
𝑀𝑀 �

𝛾𝛾𝑖𝑖′
𝛾𝛾𝑖𝑖
��

𝑧𝑧𝑖𝑖𝑖𝑖′𝑖𝑖
𝑧𝑧𝑖𝑖𝑖𝑖𝑖𝑖

� 𝑒𝑒𝑥𝑥𝑒𝑒 �𝜈𝜈𝑖𝑖𝑖𝑖𝑖𝑖−𝜈𝜈𝑖𝑖𝑖𝑖′𝑖𝑖+0.5𝜎𝜎𝑣𝑣𝑖𝑖′
2 −0.5𝜎𝜎𝑣𝑣𝑖𝑖

2 �
𝑋𝑋𝑖𝑖𝑖𝑖𝑀𝑀

 ,        (4) 

where 

𝑧𝑧𝑖𝑖𝑖𝑖𝑖𝑖 = 𝑒𝑒𝑖𝑖𝑖𝑖−1
𝑒𝑒𝑖𝑖𝑖𝑖

𝐴𝐴𝑖𝑖𝑖𝑖𝑖𝑖−1
𝐴𝐴𝑖𝑖𝑖𝑖𝑖𝑖

∏ �
𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖−1
𝑘𝑘

𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖
𝑘𝑘 �

𝛽𝛽𝑖𝑖𝑘𝑘

𝑘𝑘=1,…,𝑀𝑀−1  , 

and 

𝛾𝛾𝑖𝑖 = exp�𝜇𝜇𝑒𝑒𝑖𝑖 + 𝜇𝜇𝐴𝐴𝑖𝑖 + ∑ 𝛽𝛽𝑖𝑖𝑘𝑘𝜇𝜇𝑋𝑋𝑘𝑘𝑖𝑖
𝑀𝑀−1
𝑘𝑘=1 +

𝜎𝜎𝑝𝑝𝑖𝑖
2 +𝜎𝜎𝐴𝐴𝑖𝑖

2 +∑ 𝛽𝛽𝑖𝑖𝑘𝑘
2 𝜎𝜎

𝑋𝑋𝑘𝑘𝑖𝑖
2𝑀𝑀−1

𝑘𝑘=1

2
�. 

(iii) When the production function has a Transcendental Logarithmic form, (i) derives 
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𝜕𝜕𝜕𝜕[𝑅𝑅𝑖𝑖𝑖𝑖𝑖𝑖 | 𝐼𝐼𝑖𝑖𝑖𝑖 ] 

𝜕𝜕𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖
𝑘𝑘

𝜕𝜕𝜕𝜕�𝑅𝑅𝑖𝑖𝑖𝑖′𝑖𝑖 | 𝐼𝐼𝑖𝑖𝑖𝑖�

𝜕𝜕𝑋𝑋𝑖𝑖𝑖𝑖′𝑖𝑖
𝑘𝑘

=
(𝛽𝛽𝑖𝑖𝑘𝑘+∑ 𝛿𝛿𝑖𝑖𝑘𝑘𝑗𝑗𝑗𝑗𝑙𝑙𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖

𝑗𝑗𝑀𝑀
𝑗𝑗=1 )𝑅𝑅𝑖𝑖𝑖𝑖𝑖𝑖𝑋𝑋𝑖𝑖𝑖𝑖′𝑖𝑖

𝑘𝑘 𝑒𝑒𝑥𝑥𝑒𝑒 �𝜈𝜈𝑖𝑖𝑖𝑖′𝑖𝑖+0.5𝜎𝜎𝑣𝑣𝑖𝑖
2 �

(𝛽𝛽𝑖𝑖′𝑘𝑘+∑ 𝛿𝛿𝑖𝑖′𝑘𝑘𝑗𝑗𝑗𝑗𝑙𝑙𝑋𝑋𝑖𝑖𝑖𝑖′𝑖𝑖
𝑗𝑗𝑀𝑀

𝑗𝑗=1 )𝑅𝑅𝑖𝑖𝑖𝑖′𝑖𝑖𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖
𝑘𝑘 𝑒𝑒𝑥𝑥𝑒𝑒 �𝜈𝜈𝑖𝑖𝑖𝑖𝑖𝑖+0.5𝜎𝜎𝑣𝑣𝑖𝑖′

2 �
= 𝑟𝑟𝑖𝑖𝑖𝑖′𝑖𝑖

𝑘𝑘 ,  ∀𝑘𝑘 < 𝑀𝑀

𝜕𝜕𝜕𝜕�𝑅𝑅𝑖𝑖𝑖𝑖𝑖𝑖 � 𝐼𝐼𝑖𝑖𝑖𝑖−1 � 

𝜕𝜕𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖
𝑀𝑀

𝜕𝜕𝜕𝜕�𝑅𝑅𝑖𝑖𝑖𝑖′𝑖𝑖 | 𝐼𝐼𝑖𝑖𝑖𝑖−1�

𝜕𝜕𝑋𝑋𝑖𝑖𝑖𝑖′𝑖𝑖
𝑀𝑀

=
𝑧𝑧𝑖𝑖𝑖𝑖𝑖𝑖(𝛽𝛽𝑖𝑖𝑘𝑘+∑ 𝛿𝛿𝑖𝑖𝑘𝑘𝑗𝑗𝑗𝑗𝑙𝑙𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖

𝑗𝑗 )𝑅𝑅𝑖𝑖𝑖𝑖𝑖𝑖𝑋𝑋𝑖𝑖𝑖𝑖′𝑖𝑖
𝑀𝑀 exp (𝑣𝑣𝑖𝑖𝑖𝑖′𝑖𝑖+0.5𝜎𝜎𝑣𝑣𝑖𝑖

2 )𝛾𝛾𝑖𝑖𝑀𝑀
𝑗𝑗=1

𝑧𝑧𝑖𝑖𝑖𝑖′𝑖𝑖�𝛽𝛽𝑖𝑖′𝑘𝑘+∑ 𝛿𝛿𝑖𝑖′𝑘𝑘𝑗𝑗𝑗𝑗𝑙𝑙𝑋𝑋𝑖𝑖𝑖𝑖′𝑖𝑖
𝑗𝑗𝑀𝑀

𝑗𝑗=1 �𝑅𝑅𝑖𝑖𝑖𝑖′𝑖𝑖𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖
𝑀𝑀 exp�𝑣𝑣𝑖𝑖𝑖𝑖𝑖𝑖+0.5𝜎𝜎𝑣𝑣𝑖𝑖′

2 �𝛾𝛾𝑖𝑖′
= 𝑟𝑟𝑖𝑖𝑖𝑖′𝑖𝑖−1

𝑀𝑀  

∑ 𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖𝑘𝑘𝑖𝑖∈𝑊𝑊(𝑖𝑖,𝑖𝑖) = 𝑋𝑋𝑖𝑖𝑖𝑖𝑘𝑘 ,   ∀𝑖𝑖,𝑘𝑘, 𝑡𝑡

.    (5) 

Appendix A provides a detailed imputation algorithm: Eqs. (3) - (5) are derived from 

the first order condition of profit maximization problem and can be solved jointly with 

the segment-specific production functions using an iterative method. Finally, the iterative 
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method can impute undistorted input allocations, which can be applied in the SSPF 

(through Eq. (2)) to estimate the efficiency at divisional level.  

We test whether this imputation method can deliver accurate estimations of input 

allocations using a panel of data for OECD countries where actual input allocations are 

observed. Details are in Appendix B and results indicate that our imputation method 

provides estimated input allocations that are closer to the actual allocations than the other 

three competing imputation methods utilized in the literature.  

2.5 Endogeneity Problem 

Olley and Pakes (1996) revisit the endogeneity problem inherent in production function 

studies  due to input choices being determined by some factors that are unobserved by 

the econometrician, but observed by the firm (Ackerberg et al., 2015).  Such factors 

include the firm’s beliefs about its productivity and efficiency. This problem is more 

pronounced for inputs that adjust rapidly (Marschak and Andrews, 1944), such as the 

oilfield market, where the decisions of the companies depend heavily on exploration and 

production (E&P) spending from the oil and gas firms (affected by oil price) and the 

business cycles. Many companies divest capital and cut headcount aggressively when oil 

prices fall and ramp up their use of capital and labor services when the price of oil rises.  

This of course leads to familiar problem of endogenous inputs in the production function, 

which leads to biased OLS estimates.  

One of the solutions to the endogeneity problem in estimating production functions is 

to specify the unobserved factors as fixed effects and utilize a within transformation.  In 

standard productivity studies utilizing linear in parameters models, such as the linear in 

logs Cobb-Douglas (C-D) or more flexible forms such as the Transcendental Logarithmic 

(T-L), the fixed-effects treatment is straightforward.  However, the consistency of the 

fixed effects estimator rests on the assumption that unobserved factors are constant across 

time. An alternative advocated by Olley and Pakes (1996) is to use observed investment 

to control for unobserved productivity or efficiency shocks. Levinsohn and Petrin (2003) 

extend the idea by using intermediate inputs instead of investment as instruments. They 

claim the benefit is strictly data-driven, since many datasets have significant amounts of 

observations with zero investment, which makes investment an invalid proxy. However, 
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as Ackerberg et al. (2015) note, both of the models suffer from the collinearity problems 

in the first step, such that the coefficients of the exogenous inputs may not be identified. 

Moreover, data on intermediate inputs is not available in the sample of oilfield firms we 

analyze in the empirical study we turn to in the next section.    

The third approach, which is also the most widely used method to solve the 

endogeneity problem, is instrumental variables (IV) estimation. Amsler et al. (2016) 

review Two-Stage Least Square (2SLS) and applied a Corrected 2SLS (C2SLS) to solve 

the endogeneity problem in stochastic frontier analysis when the production function is 

linear in parameters, such as with the C-D production function. For C2SLS, the first step 

is to estimate the model by 2SLS and derive the residuals using the instruments. In the 

second step, these 2SLS residuals are decomposed using the maximum likelihood 

method, just as in classic stochastic frontier analysis. A somewhat similar two-step 

procedure is developed by Guan et al. (2009). For a T-L production function, however, 

Amsler et al. (2016) suggest that the control function method is more efficient than the 

C2SLS method. Moreover, they explain how to reduce the number of instrumental 

variables needed, while still yielding consistent estimators based on the control function 

method.3 

We use the C2SLS method for the linear C-D production function and the control 

function method for the nonlinear T-L production; both are recommended in Amsler et 

al. (2016). The control function method can also be used to test the strict exogeneity of 

the inputs using t-tests for the significance of the reduced form residuals. For the 

selection of instrument variables, Levinsohn and Petrin (2003) mention that the potential 

instruments include input prices and lagged values of input use. Lagged values of inputs 

are valid instruments if the lag time is long enough to break the dependence between the 

input choices and serially correlated shocks. Blundell and Bond (2000) and Guan et al. 

(2009) both emphasize that the input levels lagged at least two periods can be valid 

                                                      
3 For example, suppose two inputs, labor and capital, are both endogenous. At least five instruments are needed since all of the two 
inputs, their square terms, and their intersection are endogenous in the T-L production function. However, under some additional 
assumptions, consistent estimators can be obtained using only two control functions, not five. This point has been made by some 
economists, including BLUNDELL, R.W., POWELL, J.L., (2004). Endogeneity in Semiparametric Binary Response Models. The 
Review of Economic Studies 71, 655-679., TERZA, J.V., BASU, A., RATHOUZ, P.J., (2008). Two-Stage Residual Inclusion 
Estimation: Addressing Endogeneity in Health Econometric Modeling. Journal of health economics 27, 531-543., and 
WOOLDRIDGE, J.M., 2010. Econometric Analysis of Cross Section and Panel Data. MIT press.. See detailed discussion in 
AMSLER, C., PROKHOROV, A., SCHMIDT, P., (2016). Endogeneity in Stochastic Frontier Models. Journal of Econometrics 190, 
280-288.. 
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instruments based on annual data such as we use in our empirical study. We also use 

input prices as instruments.4  

3. Empirical Study of the Oilfield Market 

We demonstrate the method by using global oilfield data. SSPF approach imputes the 

undistorted input allocations and conducts a segment-specific frontier analysis for 

multi-divisional firms in the global oilfield market, where five segments exist.  

3.1 The Oilfield Market 

The oilfield market, or oil and gas exploration and service, is a complex market whose 

firms utilize processes that involve specialized technologies at each step of the oil and gas 

supply chain. Most oil and gas companies, even large vertically integrated companies 

such as Chevron and Exxon Mobil, choose to rent or buy part of the necessary equipment 

from oilfield services firms. Companies in the oilfield market provide the infrastructure, 

equipment, intellectual property, and services needed by the international oil and gas 

industry to explore for and extract crude oil and natural gas, and then transport it from the 

earth to the refinery, and eventually to the consumer. Therefore, this industry has many 

diverse product lines.  

Firms in this industry have a total market capitalization of over $4 trillion USD, 

generating total revenues over $400 billion USD in 2014. The significant development of 

new technologies, such as hydraulic fracturing and offshore drilling, has resulted in a 

10% compound annual growth rate (CAGR) from 2004 to 2014. Oil and gas companies 

are also paying more attention to unconventional oil and gas, offshore production, and 

aging reservoirs to maintain a steady supply of fossil fuel products. The higher 

exploration and production (E&P) spending of the oil and gas companies translates to 

higher revenues for the oilfield service companies.  

The Oilfield Market Report (OMR) by Spears divides the oilfield industry into five 

segments: 1) exploration, 2) drilling, 3) completion, 4) production, and 5) capital 

equipment, downhole tools and offshore services (capital equipment, hereafter). OMR 

reports segment-level revenue for the 114 public firms in the field: 68 firms are 
                                                      

4 The estimation results using lag two and lag three input quantities are robust in the empirical study. 
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single-division and 56 firms are multi-divisional (28 firms do business in two segments, 

10 firms are active in three segments, seven firms have footprints in four segments, and 

only one firm covers all five segments). There are four diversified oilfield firms (the “Big 

Four”): Baker Hughes, Halliburton, Schlumberger and Weatherford.  

3.2 Oilfield Data 

In this section we discuss the outputs and the inputs used in our analysis and how they are 

constructed. Previous studies of this industry, such as those by Al-Obaidan and Scully 

(1992)) and Hartley and Medlock (2008) selected both revenue and physical products as 

the output measures. The use of revenue in these earlier studies instead of output quantity 

to estimate firm-level performance in the petroleum industry was justified on the basis of 

three rationales. The first was that physical output such as oil and gas produced may fail 

to catch the impact of subsidies (e.g., a lower domestic price) as the result of political 

pressure on National Oil Companies (NOCs). Second, a usual method to aggregate the 

multiple products (e.g., oil and gas) is to calculate their relative value at market prices. 

Third, revenue figures are usually easier to collect than the quantities of various products. 

Wolf (2009) shows the strong correlation between physical outputs and revenue in oil 

and gas companies in his empirical work on the performance of state vs. private oil 

companies during the period (1987–2006). Most of the recent studies in this industry use 

revenue as the output in estimating the performance of oil and gas companies (Eller et al., 

2011; Gong, 2018b; Hartley and Medlock III, 2013). In order to adjust the prices over 

time, all of these studies use oil prices as a control variable in the production function. 

Another method to control price over time is to deflate revenue so that the output level in 

different periods are comparable. Gong (2017) and Gong (2018d) use deflated revenue as 

the output variable in productivity analysis of oilfield companies. We follow this 

approach and utilize deflated revenue (based on the producer price index) as the output 

measure which provides a measure that is more comparable to the quantity-based 

production analyses utilized conducted by Gandhi et al. (2013) and De Loecker et al. 

(2016).   

In terms of input variables, labor, measured by number of employees, is always used as 

an input in recent productivity analyses of the petroleum industry (Al-Obaidan and Scully, 
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1992; Eller et al., 2011; Gong, 2018b; Hartley and Medlock III, 2013; Wolf, 2009). 

Assets is another important input for these companies: Al-Obaidan and Scully (1992) use 

total assets; Wolf (2009) use the sum of oil and gas reserves as an extra input in addition 

to total asset; Eller et al. (2011), Ike and Lee (2014) and Ohene-Asare et al. (2017) drop 

total assets and separate oil reserves and gas reserves as capital input variables; Hartley 

and Medlock III (2013) and Gong (2018b) keep oil reserves and gas reserves, and add 

refining capacity as another important capital variable, as refining capacity is the key 

assets in downstream activities. No related literature uses intermediate inputs, as it is 

often unavailable, which is also the case in our dataset. Different from the petroleum 

industry, the oilfield market consists of oilfield service companies, which provide 

services to the petroleum exploration and production industry but do not typically 

produce petroleum themselves. For the oil and gas companies, reserves are an important 

input as well as asset and these companies pay E&P (exploration and production) 

spending to “purchase” this input. The service firms exchange services such as 

directional drilling and hydraulic fracturing for the E&P spending from the oil and gas 

companies. Therefore, reserves are not an input for service companies, most of which do 

not own reserves, let alone refining capacity, which is the downstream asset the 

petroleum industry that has no bearing on oilfield companies. Similar to many industries, 

oilfield companies use many different types of equipment and assets in the production 

process. A typical solution is to sum them up to one input – capital, using the Perpetual 

Inventory Method (PIM). The PIM interprets a firm’s capital stock as an inventory of 

investments, which already takes various equipment and assets into consideration.  

To summarize, our study uses deflated revenue as the output, the number of employees 

and capital as the inputs as others have done in this literature and due to data availability. 

Although (Gong, 2017) and Gong (2018d) also consider some characteristics of the 

M-form in oilfield companies, their estimations of productivity and efficiency stay at the 

firm-level. This paper, however, estimates segment-level production function and 

efficiency, which provides much more information within those multi-divisional 

companies. Different production functions are specified for the five segments and this 

leads to a “2 Inputs – 5 Products/Segments – 18 Periods” technology that each firm in the 

industry utilizes. Division-level revenue data from 1997 to 2014 for each of the 114 
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public firms are collected from the three waves of the OMR (2000, 2011, and 2015) 

dataset. Appendix C introduces this report, the method employed to combine the three 

waves of data, and the detailed segmentation of the oilfield market. The Bureau of Labor 

Statistics publishes the Producer Price Index (PPI) by North American Industry 

Classification System (NAICS) division. The average output price index for each of the 

five segments, as well as the overall oilfield market, can thus be calculated. The output 

price indices deflate the revenue, which is used as the measure of segment specific 

output.  

Data on annual overall revenue, the number of employees, and total capital for the 114 

public firms during the sample period is collected from Thomson ONE, Bloomberg, and 

FactSet. Capital services are assumed to be proportional to  accounting capital, which is 

the sum of equity and long-term debt, adjusted based on the approach of Berlemann and 

Wesselhöft (2014) using PIM. Appendix D explains in more detail how the variables 

were constructed. The overall revenue of a firm is not always equal to the total revenue in 

the oilfield market as reported by the OMR. In some cases, the former may be larger 

because the company has some business outside the oilfield market. On the other hand, 

the former could be smaller, as the OMR adds the acquired firm’s revenue to the mother 

firm’s revenue even in the years before acquisition. The input proportionality assumption 

suggested by Foster et al. (2008) is used to adjust the labor and capital used in the oilfield 

market.  

Input and output price data are constructed using conventional methods in the 

literature.  The service price of capital is the sum of the depreciation rate and interest 

rate. The depreciation rate is calculated using the depreciation and capital data from 

Thomson ONE, Bloomberg, and FactSet. Using the firm-level beta5, the risk-free rate, 

and the expected market return from the same database, the firm-level interest rate can be 

estimated with a capital asset pricing model (CAPM). For labor price, many international 

firms have compensation cost information, but North American firms have no such 

information published. The Bureau of Labor Statistics has average compensation per 

employee figures for each NAICS division in the Labor Productivity and Cost (LPC) 

Database. The labor prices of those firms without wage information are set equal to the 
                                                      

5 In finance, the beta of an investment or a company is a measure of the risk arising from exposure to general market movements as 
opposed to idiosyncratic factors. The market portfolio of all investable assets has a beta of unity. 
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corresponding NAICS division average. Average labor and capital prices are constructed 

for each segment.  

Table 1 summarizes the input and output quantities in the oilfield market and in each 

of the five segments. Firm-level labor and capital are observed, but segment-level labor 

and capital are not. The average revenues in drilling and completion are significantly 

higher than those of other segments. The exploration and drilling segments have a high 

average wage while the capital equipment segment has a low average wage. Moreover, 

the capital price in exploration is relatively high when compared to the other segments.  

 

[Insert TABLE 1 Here] 

 

3.3 Empirical Results 

Our imputation of the input allocations assumes that the production function is either a 

C-D or T-L functional form. . The stopping criterion in the imputation algorithm 

(c=1*10−6) was attained after eight iterations in the C-D case and after eleven iterations 

in the T-L case. We report below results for the C-D case while Appendix E provides the 

corresponding results for the T-L case. Overall, the findings are quite comparable for the 

two functional forms.  

3.3.1 Estimations of Production Functions 

Table 2 presents the estimation results of the SPF approach in Eq. (1), which reflect the 

production frontier at firm-level for the oilfield market.   

 

[Insert TABLE 2 Here] 

 

The first column of Table 2 reports the MLE estimation (assuming inputs are 

exogenous) and the second column presents the C2SLS estimation (assuming inputs may 

not be exogenous) of the total oilfield industry’s production frontier. The method 

discussed by Amsler et al. (2016) is followed to test the exogeneity of labor and capital. 

The capital is assumed to be exogenous, while labor is allowed to be endogenous, which 
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is consistent with the literature (Levinsohn and Petrin, 2003; Olley and Pakes, 1996). 

Griliches and Mairesse (1998) remark that fixed effect estimators have frequently led 

researchers to find point estimates for the capital coefficient that are very low and often 

not significantly different from zero. This problem appears to have been addressed, as the 

coefficient on capital in the C2SLS model (0.23 with a t-value of 19.2) is both 

statistically and economically more significant than the estimation without considering 

endogeneity (0.13 with a t-value of 8.6). Moreover, the sum of the output elasticities of 

the labor and capital factor inputs is insignificantly different from one in the C2SLS 

estimation, indicating a technology that does not display economies or diseconomies of 

scale when endogeneity is addressed.   

The estimators in Table 2 make it possible to draw 3D images of the production 

frontiers. Figure 1 plots the production frontiers for the oilfield market. The left is the 

MLE estimation and the right is the C2SLS estimation. These 3D images visualize the 

production-labor-capital relation. It is obvious that the elasticity of capital in the C2SLS 

estimation is larger than that in the MLE estimation.  

 

 [Insert FIGURE1 Here] 

 

The C2SLS estimation of the production function also derives firm-level technical 

efficiency and total factor productivity. Table 3 compares the productivity of 

single-division and multi-divisional firms. The first column regresses productivity on a 

dummy variable of multi-divisional firms and a group of year dummy variables, while the 

second column regresses productivity on number of divisions each company entered and 

a group of year dummy variables. The results show that multi-divisional firms on average 

have higher productivity than single-division firms, indicating the existence of economies 

of scope in this market. 

 

[Insert TABLE 3 Here] 

 

Table 4 presents the estimation results of the SSPF approach in Eq. (2), which reflects 

the segment-specific production frontiers for the oilfield market. This study first uses the 
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SSPF approach to impute input allocations at the divisional level and estimate 

segment-specific production functions, assuming that both single- and multi-divisional 

firms have the same production techniques within a segment. Then, the validity of this 

assumption is tested for each regression and it is found that the production techniques for 

single- and multi-divisional firms are significantly different in the capital equipment 

segment, which indicates that the key assumption previous studies rely heavily on is not 

always valid. Therefore, the observation from single-division firms cannot solely be used 

to estimate the production function that multi-divisional firms also follow.  

 

[Insert TABLE 4 Here] 

 

Since the production techniques are different for single- and multi-divisional firms in 

the capital equipment segment, this study drops the observations of single-division firms 

in that segment from the production function and reruns the iterations to reach the 

undistorted input allocations. Columns 1 - 4 of Table 4 list the estimated production 

frontiers for each of the first four segments, and Columns 5 and 6 show the estimated 

production frontiers in the capital equipment segment for single-and multi-divisional 

firms, respectively.  

The production frontiers are different across segments. Compared with the drilling, 

completion, and capital equipment segments, the exploration and production segments 

are relatively more capital-intensive. This finding implies that the constant share in the 

input portfolio across segments assumed in De Loecker et al. (2016) is not a valid 

assumption.  

Tables 2 and 4 also present the average efficiency for the oilfield market and each 

segment, respectively. The top and bottom 5% of the estimated efficiencies are dropped 

to eliminate possible outliers. After controlling the endogeneity problem, the average 

efficiency for the oilfield market as a whole is 0.541. For segment-level average 

efficiency, the exploration segment (0.719) and the multi-divisional firms in the capital 

equipment segment (0.673) are the highest, followed by the production (0.659) and 

drilling (0.633) segments, while the completion segment (0.606) and the single-division 

firms in the capital equipment segment (0.610) are the lowest.  
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This study tests if the coefficients of inputs in the production frontier are time-invariant 

by adding the intersections between each year dummy variable and each input into the 

production equations. All the coefficients of the intersections are insignificantly different 

from zero, which supports 𝑓𝑓(𝑋𝑋𝑖𝑖𝑖𝑖;𝛽𝛽0) in Eq. (1) is time-invariant as modeled. Results for 

each year are not reported here and are available on request.  

3.3.2 Investment Decision and Efficiency 

In the oilfield market, mergers, acquisitions, investment and divestment are common 

ways to change the share of revenue by segment for multi-divisional firms. These 

companies take such strategic actions frequently in response to market volatility and to 

compete with peers. Compared with firms only generating revenue in one segment, 

multi-divisional firms can improve their overall efficiencies not only by improving 

division-level efficiency, but also by transferring more resources and business from less 

efficient segments to more efficient ones.  

Suppose the revenues of a firm in segments  and  were half-and-half, while its 

efficiency in the two segments was 0.1 and 0.7, respectively. After a decade, this firm 

improved efficiency by 0.1 in each segment. During the same period, this firm divested in 

segment  and invested in segment , so that the share of revenue by segment changed 

from 1:1 to 1:3 in segments  and  Therefore, the aggregate efficiency for this firm 

changed from 0.4 to 0.65 in ten years. The improved efficiency in each segment 

contributes to an increase of 0.1, while the change in business portfolio contributes to an 

increase of 0.15 in overall efficiency. Table 5 checks if the multi-divisional firms in the 

oilfield market invested more in more efficient divisions than in less efficient divisions. 

For each multi-divisional firm, the change is calculated in the share of revenue by 

segment between the first year and the last year in the dataset. Two-divisional firms, on 

average, transfer 7.5% of their business from the low-efficiency division to the 

high-efficiency division. This transfer from the low- to high-efficiency division is not that 

significant for firms that are present in more than two segments. Overall, multi-divisional 

firms transferred about 4% of their business from low- to high-efficiency divisions.  

 

[Insert TABLE 5 Here] 
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3.3.3 “Big Four” Comparison and the HAL/BHI Merger 

Thus far, this section presents the average efficiency at the industry and segment levels. 

This subsection compares the firm-level and division-level efficiency of the “Big Four,” 

namely Schlumberger (SLB), Halliburton (HAL), Baker Hughes (BHI), and Weatherford 

(WFT).  

Figure 2 shows the efficiency of the four diversified oilfield services companies at the 

firm level over time. Baker Hughes had the highest efficiency level, followed by 

Schlumberger and Halliburton, which are very close to the industry average efficiency, 

while Weatherford is below industry average in terms of firm-level efficiency.6 

 

[Insert FIGURE1 Here] 

 

Looking at the divisional level, Table 6 provides detailed efficiency levels by division 

for the four giants in 2014. The efficiency levels within the companies across segments 

were very different. Schlumberger, the biggest company in the oilfield industry, had 

footprints in all five segments. This firm has very high efficiency in the exploration 

segment and no significant weakness in terms of division-level efficiency. Halliburton, 

the second largest firm in the field, has the highest efficiency in the exploration segment, 

but the lowest efficiency in the production segment among the “Big Four.” Baker 

Hughes, which does business in only three segments, had the highest efficiency in the 

production segment. Compared with its peers, Weatherford is the smallest diversified 

oilfield company and is not as efficient as the other three companies in most segments.  

In the fourth quarter of 2014, Halliburton (number two in the field) spent $35 billion 

USD to acquire Baker Hughes (number three in the field). The comparison of efficiency 

at the divisional level explains the incentive of this merger. Comparing the four segments 

that both Schlumberger and Halliburton entered,7 Halliburton is slightly more efficient 

                                                      
6 Although not listed in this study, the estimated efficiencies for these four companies are much higher compared with the industry 
average when overlooking the endogeneity problem. This is because the MLE method predicts a much lower returns to scale (see 
Column 1 in Table 2) and hence overestimates the efficiency of big companies. For the same reason, the MLE approach predicts that 
Schlumberger and Halliburton are more efficient than relatively small Baker Hughes. 
7 The capital equipment segment that only Schlumberger entered can be ignored in this comparison because it only generates 
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than Schlumberger in the exploration (0.95 vs. 0.90), drilling (0.70 vs. 0.68), and 

completion (0.62 vs. 0.61) segments, but significantly less efficient in the production 

(0.61 vs. 0.73) segment. Baker Hughes, however, is very efficient in the production 

segment (0.91). Moreover, the efficiencies in Baker Hughes’ drilling and completion 

segments are also slightly higher than that of Halliburton and Schlumberger. Therefore, 

Halliburton can improve the efficiency in its production segment dramatically, while 

maintaining the efficiency in other segments after the merger. The new company can be 

as competitive as Schlumberger in every major segment.  

On the other hand, massive divestment must happen after the wedding of Halliburton 

and Baker Hughes in order to be approved by the Department of Justice. This is a good 

opportunity for Weatherford to buy some good assets and improve efficiency. 

Weatherford should first buy drilling assets and then completion assets but not production 

assets.  

 

[Insert TABLE 6 Here] 

 

4. Conclusion 

This paper aims to estimate the distribution of inputs across segments within a firm since 

such information is necessary for division-level productivity and efficiency analysis but 

in many cases remains unobserved. Solving a system of segment-specific production 

functions and a system of firm-level profit maximization problem simultaneously, this 

paper builds a model to impute the undistorted input allocations. This approach can test if 

some assumptions that previous studies rely on are valid and derive a result even in the 

absence of those assumptions.  

The accuracy of the undistorted input allocations is tested using panel data from OECD 

countries where the actual division-level inputs are available. The undistorted estimation 

outperforms the three competing imputation methods. In the empirical study, the input 

allocations for all the multi-divisional firms in the global oilfield market are estimated, 

which make it possible to perform reduced-form stochastic frontier analysis for each of 

                                                                                                                                                              
0.5% of Schlumberger’s total revenue. 
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the five segments. This SSPF approach predicts division-level and firm-level efficiency 

as well as the average efficiency for each of the five segments. Evidence is also found 

that the assumptions used by previous works are not always valid.   
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Appendix A Imputation Method 

This appendix presents the imputation method including how to derive Theorem 1 under 

Assumptions 1-3. A simple example is introduced first to illustrate how to impute undistorted 

input allocations in multi-divisional firms when they maximize profits. Then, the general model 

is given under a “M Inputs – N Products/Segments – T periods” economy. Finally, parametric 

production function specification is discussed.  

A.1  A Simple Example of the Model 

A.1.1  Setup 

This model assumes that firms use two inputs: labor and capital. All firms can operate in a 

maximum of two segments following segment-specific production functions. Suppose that a total 

of six companies is observed: 1) firms A and B do business only in segment I; 2) firms C and D 

produce only in segmentII; and 3) firms E and F have footprints in both segments. Therefore, 

firm E(F) is a multi-divisional firm with division E1(F1) in segment I and division E2(F2) in 

segment II. As a result, segment I has four competitors (firms A, B, E1, and F1), and segment II 

also has four competitors (firms C, D, E2, and F2). 

A.1.2  First System of Equations: Segment-specific Production Functions 

The first system of equations consists of two segment-specific production functions, one for 

each segment. The production functions are assumed to be stochastic and have a Cobb-Douglas 

form.  

            �  ln𝑌𝑌𝑖𝑖1𝑖𝑖 = 𝛼𝛼𝑖𝑖1𝑖𝑖 + 𝛽𝛽1𝐿𝐿In(𝐿𝐿𝑖𝑖1𝑖𝑖) + 𝛽𝛽1𝐾𝐾In(𝐾𝐾𝑖𝑖1𝑖𝑖) + 𝑣𝑣𝑖𝑖1𝑖𝑖  , ∀𝑖𝑖, 𝑡𝑡     
ln𝑌𝑌𝑖𝑖2𝑖𝑖 = 𝛼𝛼𝑖𝑖2𝑖𝑖 + 𝛽𝛽2𝐿𝐿In(𝐿𝐿𝑖𝑖2𝑖𝑖) + 𝛽𝛽2𝐾𝐾In(𝐾𝐾𝑖𝑖2𝑖𝑖) + 𝑣𝑣𝑖𝑖2𝑖𝑖  , ∀𝑖𝑖, 𝑡𝑡  

,       (A-1) 

where 𝑌𝑌𝑖𝑖𝑖𝑖𝑖𝑖 , 𝐿𝐿𝑖𝑖𝑖𝑖𝑖𝑖 , and 𝐾𝐾𝑖𝑖𝑖𝑖𝑖𝑖 are production, labor, and capital, respectively, for firm i in 

segment/division j at time t; the first equation is the production function frontier of segment I and 
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the second equation is the production function frontier of segment II. 𝛽𝛽𝑚𝑚𝑙𝑙 is the coefficient of 

input n at segment m. v is the noise that is considered normally distributed with a mean of zero 

and a standard deviation of 𝜎𝜎𝑣𝑣 . The productivity term 𝛼𝛼𝑖𝑖𝑖𝑖𝑖𝑖 = 𝛼𝛼𝑖𝑖𝑖𝑖 − 𝑢𝑢𝑖𝑖𝑖𝑖𝑖𝑖  has different 

characteristics under different production methods. In the stochastic frontier analysis, the 

technical efficiency term 𝑢𝑢𝑖𝑖𝑖𝑖𝑖𝑖  has bounded support (positive) and the exponential 

of −𝑢𝑢𝑖𝑖𝑖𝑖𝑖𝑖  indicates the efficiency level of firm i in segment/division j at time t (T𝑇𝑇𝑖𝑖𝑖𝑖𝑖𝑖=𝑒𝑒−𝑢𝑢𝑖𝑖𝑖𝑖𝑖𝑖). In 

the Olley-Pakes framework, the technical efficiency term is a first-order Markov process with 

unbounded support. All the coefficients 𝛽𝛽𝑚𝑚𝑙𝑙 can be estimated if the input allocations for firms E 

and F are given.  

It is worth noting the observations in each of the two regressions in Eq. (A-1). If 

single-division and multi-divisional firms are assumed to have the same production technique 

within a segment, then the first equation includes A, B, E1, and F1 (i.e. ∀i = A, B, E1, F1), while 

the second equation includes C, D, E2, and F2 (i.e. ∀j = C, D, E2, F2). If single-division and 

multi-divisional firms are assumed to have different production techniques within a segment, 

then the first equation includes only E1 and F1 (i.e. ∀i = E1, F1), while the second equation 

includes only E2 and F2 (i.e.  ∀j = E2, F2). In other words, single-division firms are removed 

from the regression if the latter assumption is selected.  

A.1.3  Second System of Equations: Profit Maximization 

The second system of equations is the profit maximization problem for multi-divisional firms 

E and F. Under Assumption 1, multi-divisional firms maximize the net-present-value of 

discounted future profits by maximizing firm-level profits period-by-period, because firms’ 

decisions don’t have any intertemporal consequences. Therefore, the division managers are 

willing to report their true profit functions in each period so that the headquarters can better 

predict firm-level profit function and value function. Under Assumption 3, this study follows the 

framework in Olley and Pakes (1996) so that the labor used in time t is chosen when the 

productivity shock at time t is observed, while the capital used in time t is chosen at time t-1.  

Since this study develops stochastic production functions, the profits are also stochastic, rather 

than deterministic. Therefore, profit-maximizing firms maximize the mathematical expectation 

of profit (Zellner et al., 1966). In this model, firm i first decides capital allocations to maximize 

the expected firm-level profit of time t knowing the production function and price information of 
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time t-1 and then decides labor allocations to maximize the expected firm-level profit of time t 

knowing the production function and price information of time t. 

⎩
⎪
⎨

⎪
⎧max𝐾𝐾𝑖𝑖𝑖𝑖𝑖𝑖 E[𝜋𝜋𝑖𝑖𝑖𝑖|𝐼𝐼𝑖𝑖𝑖𝑖−1] = max𝐾𝐾𝑖𝑖𝑖𝑖𝑖𝑖 ∑ �𝑝𝑝𝑖𝑖𝑖𝑖−1𝐴𝐴𝑖𝑖𝑖𝑖𝑖𝑖−1𝐿𝐿𝑖𝑖𝑖𝑖𝑖𝑖−1

𝛽𝛽𝑖𝑖𝑗𝑗 𝐾𝐾𝑖𝑖𝑖𝑖𝑖𝑖
𝛽𝛽𝑖𝑖𝑗𝑗𝑒𝑒

𝜎𝜎𝑣𝑣𝑖𝑖
2

2 𝛾𝛾𝑖𝑖 − 𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖−1𝐿𝐿 𝜎𝜎𝑖𝑖 − 𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖−1𝐾𝐾 𝜑𝜑𝑖𝑖�𝑖𝑖=1,2

max
𝐿𝐿𝑖𝑖𝑖𝑖𝑖𝑖

E[𝜋𝜋𝑖𝑖𝑖𝑖|𝐼𝐼𝑖𝑖𝑖𝑖] = max
𝐿𝐿𝑖𝑖𝑖𝑖𝑖𝑖

∑ �𝑝𝑝𝑖𝑖𝑖𝑖𝐴𝐴𝑖𝑖𝑖𝑖𝑖𝑖𝐿𝐿𝑖𝑖𝑖𝑖𝑖𝑖
𝛽𝛽𝑖𝑖𝑗𝑗𝐾𝐾𝑖𝑖𝑖𝑖𝑖𝑖

𝛽𝛽𝑖𝑖𝑗𝑗𝑒𝑒
𝜎𝜎𝑣𝑣𝑖𝑖
2

2 − 𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝐿𝐿 − 𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝐾𝐾 �𝑖𝑖=1,2

, 

(A-2) 

where  

 𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝐿𝐿 = ℎ𝑖𝑖1𝑖𝑖𝜔𝜔𝑖𝑖𝑖𝑖𝐿𝐿𝑖𝑖𝑖𝑖𝑖𝑖    and   𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝐾𝐾 = ℎ𝑖𝑖2𝑖𝑖𝜌𝜌𝑖𝑖𝑖𝑖𝐾𝐾𝑖𝑖𝑖𝑖𝑖𝑖 , 

 𝛾𝛾𝑖𝑖 = exp(𝜇𝜇𝑒𝑒𝑖𝑖 + 𝜇𝜇𝐴𝐴𝑖𝑖 + 𝛽𝛽𝑖𝑖𝐿𝐿𝜇𝜇𝐿𝐿𝑖𝑖 +
𝜎𝜎𝑝𝑝𝑖𝑖
2 +𝜎𝜎𝐴𝐴𝑖𝑖

2 +𝜎𝜎𝑗𝑗𝑖𝑖
2 𝛽𝛽𝑖𝑖𝑗𝑗

2

2
), 

𝜎𝜎𝑖𝑖 = exp �𝜇𝜇𝜔𝜔𝑖𝑖 + 𝜇𝜇𝐿𝐿𝑖𝑖 +
𝜎𝜎𝜔𝜔𝑖𝑖
2 +𝜎𝜎𝑗𝑗𝑖𝑖

2

2
�   𝑎𝑎𝑎𝑎𝑎𝑎   𝜑𝜑𝑖𝑖 = exp (𝜇𝜇𝑒𝑒𝑖𝑖 +

𝜎𝜎𝑝𝑝𝑖𝑖
2

2
), 

ℎ𝑖𝑖𝑖𝑖𝑖𝑖 = ℎ𝑖𝑖𝑖𝑖𝑖𝑖(𝜔𝜔1𝑖𝑖𝐿𝐿𝑖𝑖1𝑖𝑖+𝜔𝜔2𝑖𝑖𝐿𝐿𝑖𝑖2𝑖𝑖 + 𝜌𝜌1𝑖𝑖𝐾𝐾𝑖𝑖1𝑖𝑖 + 𝜌𝜌2𝑖𝑖𝐾𝐾𝑖𝑖2𝑖𝑖   ∀𝑠𝑠 = 1,2 . 

𝜋𝜋 is the profit, and p is the output price; 𝐴𝐴𝑖𝑖𝑖𝑖𝑖𝑖 equals exp(𝛼𝛼𝑖𝑖𝑖𝑖𝑖𝑖) in Eq. (A-1) and indicates the 

productivity; 𝑝𝑝𝑖𝑖𝑖𝑖, 𝜔𝜔𝑖𝑖𝑖𝑖 and 𝜌𝜌𝑖𝑖𝑖𝑖 are the segment average price of output, labor and capital in 

segment j at time t, respectively; ℎ1 and ℎ2 are the spillover effect on labor and capital price 

that follows Assumption 2, respectively. Firms predict log(𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖)| log(𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖−1)~𝑁𝑁�log�𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖−1� +

𝜇𝜇𝑥𝑥𝑖𝑖, 𝜎𝜎𝑥𝑥𝑖𝑖2 �, where 𝑥𝑥 = 𝑝𝑝,𝐴𝐴, 𝐿𝐿,𝜔𝜔,𝜌𝜌 and all the 𝜇𝜇 and 𝜎𝜎 are known. Therefore, 𝛾𝛾𝑖𝑖 ,𝜎𝜎𝑖𝑖 ,𝜑𝜑𝑖𝑖 ,and 

𝜎𝜎𝑣𝑣𝑖𝑖2  are known by companies. They are constant across firms and time, but vary across segments. 

Eq. (A-2) applies to firm i=E, F. 

Setting the first order condition of Eq. (A-2) to zero, the result is: 

          �
𝛽𝛽1𝐾𝐾𝑝𝑝1𝑖𝑖−1𝐴𝐴𝑖𝑖1𝑖𝑖−1𝐿𝐿𝑖𝑖1𝑖𝑖−1

𝛽𝛽1𝑗𝑗 𝐾𝐾𝑖𝑖1𝑖𝑖
𝛽𝛽1𝑗𝑗−1 exp �𝜎𝜎𝑣𝑣1

2

2
� 𝛾𝛾1 − 𝜌𝜌1𝑖𝑖−1𝑐𝑐1𝑖𝑖−1 = 0

𝛽𝛽2𝐾𝐾𝑝𝑝2𝑖𝑖−1𝐴𝐴𝑖𝑖2𝑖𝑖−1𝐿𝐿𝑖𝑖2𝑖𝑖−1
𝛽𝛽2𝑗𝑗 𝐾𝐾𝑖𝑖2𝑖𝑖

𝛽𝛽2𝑗𝑗−1 exp �𝜎𝜎𝑣𝑣2
2

2
� 𝛾𝛾2 − 𝜌𝜌2𝑖𝑖−1𝑐𝑐1𝑖𝑖−1 = 0

,       (A-3) 

and 

                �
𝛽𝛽1𝐿𝐿𝑝𝑝1𝑖𝑖𝐴𝐴𝑖𝑖1𝑖𝑖𝐿𝐿𝑖𝑖1𝑖𝑖

𝛽𝛽1𝑗𝑗−1𝐾𝐾𝑖𝑖1𝑖𝑖
𝛽𝛽1𝑗𝑗 exp �𝜎𝜎𝑣𝑣1

2

2
� − 𝜔𝜔1𝑖𝑖𝑐𝑐2𝑖𝑖 = 0

𝛽𝛽2𝐿𝐿𝑝𝑝2𝑖𝑖𝐴𝐴𝑖𝑖2𝑖𝑖𝐿𝐿𝑖𝑖2𝑖𝑖
𝛽𝛽2𝑗𝑗−1𝐾𝐾𝑖𝑖2𝑖𝑖

𝛽𝛽2𝑗𝑗 exp �𝜎𝜎𝑣𝑣2
2

2
� − 𝜔𝜔2𝑖𝑖𝑐𝑐2𝑖𝑖 = 0

,            (A-4) 

where  
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𝑐𝑐1𝑖𝑖 = ℎ𝑖𝑖1𝑖𝑖′ (𝜔𝜔1𝑖𝑖𝐿𝐿𝑖𝑖1𝑖𝑖𝜎𝜎1 + 𝜔𝜔2𝑖𝑖𝐿𝐿𝑖𝑖2𝑖𝑖𝜎𝜎2) + ℎ𝑖𝑖2𝑖𝑖𝜑𝜑2 + ℎ𝑖𝑖2𝑖𝑖′ (𝜌𝜌1𝑖𝑖𝐾𝐾𝑖𝑖1𝑖𝑖𝜑𝜑1 + 𝜌𝜌2𝑖𝑖𝐾𝐾𝑖𝑖2𝑖𝑖𝜑𝜑2), 

𝑐𝑐2𝑖𝑖 = ℎ𝑖𝑖1𝑖𝑖′ (𝜔𝜔1𝑖𝑖𝐿𝐿𝑖𝑖1𝑖𝑖 + 𝜔𝜔2𝑖𝑖𝐿𝐿𝑖𝑖2𝑖𝑖) + ℎ𝑖𝑖1𝑖𝑖 + ℎ𝑖𝑖2𝑖𝑖′ (𝜌𝜌1𝑖𝑖𝐾𝐾𝑖𝑖1𝑖𝑖 + 𝜌𝜌2𝑖𝑖𝐾𝐾𝑖𝑖2𝑖𝑖). 

This study first solves the “perfectly variable” input labor in Eq. (A-4). From Eq. (A-1), the 

following is known:  

𝑅𝑅𝑖𝑖𝑖𝑖𝑖𝑖 = 𝑝𝑝𝑖𝑖𝑖𝑖𝐴𝐴𝑖𝑖𝑖𝑖𝑖𝑖𝐿𝐿𝑖𝑖𝑖𝑖𝑖𝑖
𝛽𝛽𝑖𝑖𝑗𝑗𝐾𝐾𝑖𝑖𝑖𝑖𝑖𝑖

𝛽𝛽𝑖𝑖𝑗𝑗exp (𝑣𝑣𝑖𝑖𝑖𝑖𝑖𝑖) 

                ⇔ 𝑝𝑝𝑖𝑖𝑖𝑖𝐴𝐴𝑖𝑖𝑖𝑖𝑖𝑖𝐿𝐿𝑖𝑖𝑖𝑖𝑖𝑖
𝛽𝛽1𝑗𝑗−1𝐾𝐾𝑖𝑖𝑖𝑖𝑖𝑖

𝛽𝛽1𝑗𝑗 = 𝑅𝑅𝑖𝑖𝑖𝑖𝑖𝑖/�𝐿𝐿𝑖𝑖𝑖𝑖𝑖𝑖𝑒𝑒𝑥𝑥𝑝𝑝(𝑣𝑣𝑖𝑖𝑖𝑖𝑖𝑖)�                (A-5) 

                ⇔ 𝑝𝑝𝑖𝑖𝑖𝑖𝐴𝐴𝑖𝑖𝑖𝑖𝑖𝑖𝐿𝐿𝑖𝑖𝑖𝑖𝑖𝑖
𝛽𝛽1𝑗𝑗𝐾𝐾𝑖𝑖𝑖𝑖𝑖𝑖

𝛽𝛽1𝑗𝑗−1 = 𝑅𝑅𝑖𝑖𝑖𝑖𝑖𝑖/�𝐾𝐾𝑖𝑖𝑖𝑖𝑖𝑖𝑒𝑒𝑥𝑥𝑝𝑝(𝑣𝑣𝑖𝑖𝑖𝑖𝑖𝑖)�.               (A-6) 

Plug Eq. (A-5) into Eq. (A-4), and the result is  

⎩
⎪
⎨

⎪
⎧𝛽𝛽1𝑗𝑗 exp�

𝜎𝜎𝑣𝑣1
2

2 �𝑅𝑅𝑖𝑖1𝑖𝑖

[𝐿𝐿𝑖𝑖1𝑖𝑖 exp(𝑣𝑣𝑖𝑖1𝑖𝑖)] = 𝜔𝜔1𝑖𝑖𝑐𝑐2𝑖𝑖

𝛽𝛽2𝑗𝑗 exp�
𝜎𝜎𝑣𝑣2
2

2 �𝑅𝑅𝑖𝑖2𝑖𝑖

[𝐿𝐿𝑖𝑖2𝑖𝑖 exp(𝑣𝑣𝑖𝑖2𝑖𝑖)] = 𝜔𝜔2𝑖𝑖𝑐𝑐2𝑖𝑖

. 

Then, this study divides the first by the second equation. Adding the observed firm-level labor 

input equation, the result is 

�
𝛽𝛽1𝐿𝐿𝑅𝑅𝑖𝑖1𝑖𝑖𝐿𝐿𝑖𝑖2𝑖𝑖exp(𝑣𝑣𝑖𝑖2𝑖𝑖 + 0.5𝜎𝜎𝑣𝑣12 )
𝛽𝛽2𝐿𝐿𝑅𝑅𝑖𝑖2𝑖𝑖𝐿𝐿𝑖𝑖1𝑖𝑖exp(𝑣𝑣𝑖𝑖1𝑖𝑖 + 0.5𝜎𝜎𝑣𝑣22 )

=
𝜔𝜔1𝑖𝑖

𝜔𝜔2𝑖𝑖
𝐿𝐿𝑖𝑖1𝑖𝑖 + 𝐿𝐿𝑖𝑖2𝑖𝑖 = 𝐿𝐿𝑖𝑖𝑖𝑖

 

          ⇔ �
𝐿𝐿𝑖𝑖1𝑖𝑖 = 𝛽𝛽1𝑗𝑗𝑅𝑅𝑖𝑖1𝑖𝑖𝜔𝜔2𝑖𝑖

𝛽𝛽1𝑗𝑗𝑅𝑅𝑖𝑖1𝑖𝑖𝜔𝜔2𝑖𝑖+𝛽𝛽2𝑗𝑗𝑅𝑅𝑖𝑖2𝑖𝑖𝜔𝜔1𝑖𝑖𝑒𝑒𝑥𝑥𝑒𝑒 (𝑣𝑣𝑖𝑖1𝑖𝑖−𝑣𝑣𝑖𝑖2𝑖𝑖+0.5𝜎𝜎𝑣𝑣22 −0.5𝜎𝜎𝑣𝑣12 )
𝐿𝐿𝑖𝑖𝑖𝑖

𝐿𝐿𝑖𝑖2𝑖𝑖 = 𝛽𝛽2𝑗𝑗𝑅𝑅𝑖𝑖2𝑖𝑖𝜔𝜔1𝑖𝑖
𝛽𝛽1𝑗𝑗𝑅𝑅𝑖𝑖1𝑖𝑖𝜔𝜔2𝑖𝑖 𝑒𝑒𝑥𝑥𝑒𝑒�𝑣𝑣𝑖𝑖2𝑖𝑖−𝑣𝑣𝑖𝑖1𝑖𝑖+0.5𝜎𝜎𝑣𝑣12 −0.5𝜎𝜎𝑣𝑣22 �+𝛽𝛽2𝑗𝑗𝑅𝑅𝑖𝑖2𝑖𝑖𝜔𝜔1𝑖𝑖

𝐿𝐿𝑖𝑖𝑖𝑖
.          (A-7) 

In Eq. (A-7), segment actual revenues (R) and average segment labor price (𝜔𝜔) are observed. 

The rest of the variables, including the production parameters (β) and the noises (v), can be 

estimated in Eq. (A-1).  

After solving the labor allocations, this study solves the capital inputs. Eq. (A-3) can be 

written as   

      �
𝛽𝛽1𝐾𝐾

𝑒𝑒1𝑖𝑖−1
𝑒𝑒𝑖𝑖𝑖𝑖

𝐴𝐴𝑖𝑖1𝑖𝑖−1
𝐴𝐴𝑖𝑖1𝑖𝑖

(𝐿𝐿𝑖𝑖1𝑖𝑖−1
𝐿𝐿𝑖𝑖1𝑖𝑖

)𝛽𝛽1𝑗𝑗�𝑝𝑝1𝑖𝑖𝐴𝐴𝑖𝑖1𝑖𝑖𝐿𝐿𝑖𝑖1𝑖𝑖
𝛽𝛽1𝑗𝑗𝐾𝐾𝑖𝑖1𝑖𝑖

𝛽𝛽1𝑗𝑗−1� exp �𝜎𝜎𝑣𝑣1
2

2
� 𝛾𝛾1 = 𝜌𝜌1𝑖𝑖−1𝑐𝑐1𝑖𝑖−1

𝛽𝛽2𝐾𝐾
𝑒𝑒2𝑖𝑖−1
𝑒𝑒2𝑖𝑖

𝐴𝐴𝑖𝑖2𝑖𝑖−1
𝐴𝐴𝑖𝑖2𝑖𝑖

(𝐿𝐿𝑖𝑖2𝑖𝑖−1
𝐿𝐿𝑖𝑖2𝑖𝑖

)𝛽𝛽2𝑗𝑗�𝑝𝑝2𝑖𝑖𝐴𝐴𝑖𝑖2𝑖𝑖𝐿𝐿𝑖𝑖2𝑖𝑖
𝛽𝛽2𝑗𝑗𝐾𝐾𝑖𝑖2𝑖𝑖

𝛽𝛽2𝑗𝑗−1� exp �𝜎𝜎𝑣𝑣2
2

2
� 𝛾𝛾2 = 𝜌𝜌2𝑖𝑖−1𝑐𝑐1𝑖𝑖−1

.    (A-8) 
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Plugging Eq. (A-6) into Eq. (A-8):  

�
𝛽𝛽1𝐾𝐾𝑧𝑧𝑖𝑖1𝑖𝑖�𝑅𝑅𝑖𝑖1𝑖𝑖/[𝐾𝐾𝑖𝑖1𝑖𝑖exp (𝑣𝑣𝑖𝑖1𝑖𝑖)]� exp �𝜎𝜎𝑣𝑣1

2

2
� 𝛾𝛾1 = 𝜌𝜌1𝑖𝑖−1𝑐𝑐1𝑖𝑖−1

𝛽𝛽2𝐾𝐾𝑧𝑧𝑖𝑖2𝑖𝑖�𝑅𝑅𝑖𝑖2𝑖𝑖/[𝐾𝐾𝑖𝑖2𝑖𝑖exp (𝑣𝑣𝑖𝑖2𝑖𝑖)]� exp �𝜎𝜎𝑣𝑣2
2

2
� 𝛾𝛾2 = 𝜌𝜌2𝑖𝑖−1𝑐𝑐1𝑖𝑖−1

 , 

where 

𝑧𝑧𝑖𝑖𝑖𝑖𝑖𝑖 = 𝑒𝑒𝑖𝑖𝑖𝑖−1
𝑒𝑒𝑖𝑖𝑖𝑖

𝐴𝐴𝑖𝑖𝑖𝑖𝑖𝑖−1
𝐴𝐴𝑖𝑖𝑖𝑖𝑖𝑖

(𝐿𝐿𝑖𝑖𝑖𝑖𝑖𝑖−1
𝐿𝐿𝑖𝑖𝑖𝑖𝑖𝑖

)𝛽𝛽𝑖𝑖𝑗𝑗. 

Similar to the transformation of labor, this study divides the first equation by the second. Adding 

the observed firm-level capital input equation, the result is  

�
𝛽𝛽1𝐾𝐾𝑧𝑧𝑖𝑖1𝑖𝑖𝑅𝑅𝑖𝑖1𝑖𝑖𝐾𝐾𝑖𝑖2𝑖𝑖exp(𝑣𝑣𝑖𝑖2𝑖𝑖 + 0.5𝜎𝜎𝑣𝑣12 )𝛾𝛾1
𝛽𝛽2𝐾𝐾𝑧𝑧𝑖𝑖2𝑖𝑖𝑅𝑅𝑖𝑖2𝑖𝑖𝐾𝐾𝑖𝑖1𝑖𝑖exp(𝑣𝑣𝑖𝑖1𝑖𝑖 + 0.5𝜎𝜎𝑣𝑣22 )𝛾𝛾2

=
𝜌𝜌1𝑖𝑖−1
𝜌𝜌2𝑖𝑖−1

𝐾𝐾𝑖𝑖1𝑖𝑖 + 𝐾𝐾𝑖𝑖2𝑖𝑖 = 𝐾𝐾𝑖𝑖𝑖𝑖
 

     ⇔

⎩
⎨

⎧𝐾𝐾𝑖𝑖1𝑖𝑖 = 𝛽𝛽1𝑗𝑗𝑅𝑅𝑖𝑖1𝑖𝑖𝜌𝜌2𝑖𝑖−1
𝛽𝛽1𝑗𝑗𝑅𝑅𝑖𝑖1𝑖𝑖𝜌𝜌2𝑖𝑖−1+𝛽𝛽2𝑗𝑗𝑅𝑅𝑖𝑖2𝑖𝑖𝜌𝜌1𝑖𝑖−1�

𝛾𝛾2
𝛾𝛾1
�(
𝑧𝑧𝑖𝑖2𝑖𝑖
𝑧𝑧𝑖𝑖1𝑖𝑖

)exp (𝑣𝑣𝑖𝑖1𝑖𝑖−𝑣𝑣𝑖𝑖2𝑖𝑖+0.5𝜎𝜎𝑣𝑣22 −0.5𝜎𝜎𝑣𝑣12 )
𝐾𝐾𝑖𝑖𝑖𝑖

𝐾𝐾𝑖𝑖2𝑖𝑖 = 𝛽𝛽2𝑗𝑗𝑅𝑅𝑖𝑖2𝑖𝑖𝜌𝜌1𝑖𝑖−1
𝛽𝛽1𝑗𝑗𝑅𝑅𝑖𝑖1𝑖𝑖𝜌𝜌2𝑖𝑖−1�

𝛾𝛾2
𝛾𝛾1
��
𝑧𝑧𝑖𝑖1𝑖𝑖
𝑧𝑧𝑖𝑖2𝑖𝑖

� exp�𝑣𝑣𝑖𝑖2𝑖𝑖−𝑣𝑣𝑖𝑖1𝑖𝑖+0.5𝜎𝜎𝑣𝑣12 −0.5𝜎𝜎𝑣𝑣22 �+𝛽𝛽2𝑗𝑗𝑅𝑅𝑖𝑖2𝑖𝑖𝜌𝜌1𝑖𝑖−1
𝐾𝐾𝑖𝑖𝑖𝑖

.    (A-9) 

In Eq. (A-9), segment actual revenues (R), average segment capital price (ρ), and average 

segment labor price (𝜔𝜔) are observed. If Eq. (A-1) can be estimated, other variables, including 

the production parameters (𝛽𝛽), the productivity shock (A), the noises (v) and their variances (𝜎𝜎𝑣𝑣2), 

as well as z and γ, are all known. Then the capital allocations in Eq. (A-9) can be solved.  

Eqs. (A-7) and (A-9) consist of the solutions of the second system of equations, which can be 

combined into Eq. (A-10) 

       

⎩
⎪
⎪
⎨

⎪
⎪
⎧ 𝐿𝐿𝑖𝑖1𝑖𝑖 = 𝛽𝛽1𝑗𝑗𝑅𝑅𝑖𝑖1𝑖𝑖𝜔𝜔2𝑖𝑖

𝛽𝛽1𝑗𝑗𝑅𝑅𝑖𝑖1𝑖𝑖𝜔𝜔2𝑖𝑖+𝛽𝛽2𝑗𝑗𝑅𝑅𝑖𝑖2𝑖𝑖𝜔𝜔1𝑖𝑖exp (𝑣𝑣𝑖𝑖1𝑖𝑖−𝑣𝑣𝑖𝑖2𝑖𝑖+0.5𝜎𝜎𝑣𝑣22 −0.5𝜎𝜎𝑣𝑣12 )
𝐿𝐿𝑖𝑖𝑖𝑖

𝐿𝐿𝑖𝑖2𝑖𝑖 = 𝛽𝛽2𝑗𝑗𝑅𝑅𝑖𝑖2𝑖𝑖𝜔𝜔1𝑖𝑖
𝛽𝛽1𝑗𝑗𝑅𝑅𝑖𝑖1𝑖𝑖𝜔𝜔2𝑖𝑖 exp�𝑣𝑣𝑖𝑖2𝑖𝑖−𝑣𝑣𝑖𝑖1𝑖𝑖+0.5𝜎𝜎𝑣𝑣12 −0.5𝜎𝜎𝑣𝑣22 �+𝛽𝛽2𝑗𝑗𝑅𝑅𝑖𝑖2𝑖𝑖𝜔𝜔1𝑖𝑖

𝐿𝐿𝑖𝑖𝑖𝑖

𝐾𝐾𝑖𝑖1𝑖𝑖 = 𝛽𝛽1𝑗𝑗𝑅𝑅𝑖𝑖1𝑖𝑖𝜌𝜌2𝑖𝑖−1
𝛽𝛽1𝑗𝑗𝑅𝑅𝑖𝑖1𝑖𝑖𝜌𝜌2𝑖𝑖−1+𝛽𝛽2𝑗𝑗𝑅𝑅𝑖𝑖2𝑖𝑖𝜌𝜌1𝑖𝑖−1�

𝛾𝛾2
𝛾𝛾1
�(
𝑧𝑧𝑖𝑖2𝑖𝑖
𝑧𝑧𝑖𝑖1𝑖𝑖

)exp (𝑣𝑣𝑖𝑖1𝑖𝑖−𝑣𝑣𝑖𝑖2𝑖𝑖+0.5𝜎𝜎𝑣𝑣22 −0.5𝜎𝜎𝑣𝑣12 )
𝐾𝐾𝑖𝑖𝑖𝑖

𝐾𝐾𝑖𝑖2𝑖𝑖 = 𝛽𝛽2𝑗𝑗𝑅𝑅𝑖𝑖2𝑖𝑖𝜌𝜌1𝑖𝑖−1
𝛽𝛽1𝑗𝑗𝑅𝑅𝑖𝑖1𝑖𝑖𝜌𝜌2𝑖𝑖−1�

𝛾𝛾2
𝛾𝛾1
��
𝑧𝑧𝑖𝑖1𝑖𝑖
𝑧𝑧𝑖𝑖2𝑖𝑖

� exp�𝑣𝑣𝑖𝑖2𝑖𝑖−𝑣𝑣𝑖𝑖1𝑖𝑖+0.5𝜎𝜎𝑣𝑣12 −0.5𝜎𝜎𝑣𝑣22 �+𝛽𝛽2𝑗𝑗𝑅𝑅𝑖𝑖2𝑖𝑖𝜌𝜌1𝑖𝑖−1
𝐾𝐾𝑖𝑖𝑖𝑖

,    (A-10) 

where 

𝑧𝑧𝑖𝑖𝑖𝑖𝑖𝑖 = 𝑒𝑒𝑖𝑖𝑖𝑖−1
𝑒𝑒𝑖𝑖𝑖𝑖

𝐴𝐴𝑖𝑖𝑖𝑖𝑖𝑖−1
𝐴𝐴𝑖𝑖𝑖𝑖𝑖𝑖

(𝐿𝐿𝑖𝑖𝑖𝑖𝑖𝑖−1
𝐿𝐿𝑖𝑖𝑖𝑖𝑖𝑖

)𝛽𝛽𝑖𝑖𝑗𝑗, 

𝛾𝛾𝑖𝑖 = exp(𝜇𝜇𝑒𝑒𝑖𝑖 + 𝜇𝜇𝐴𝐴𝑖𝑖 + 𝛽𝛽𝑖𝑖𝐿𝐿𝜇𝜇𝐿𝐿𝑖𝑖 +
𝜎𝜎𝑝𝑝𝑖𝑖
2 +𝜎𝜎𝐴𝐴𝑖𝑖

2 +𝜎𝜎𝑗𝑗𝑖𝑖
2 𝛽𝛽𝑖𝑖𝑗𝑗

2

2
). 
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This system says that for each input, the ratio of expected marginal revenue equals the input 

price ratio across divisions. In other words, the cost for an input to generate additional expected 

revenue is equal across divisions at the undistorted allocations; hence, this study calls it the 

“equal (expected) marginal revenue per cost” condition. If the first system of equations in Eq. 

(A-1) is estimated, the input allocations for both firms E and F can be imputed in the second 

system of equations in Eq. (A-10).  

A.1.4  Iterative Algorithm 

These two systems of Eqs. (A-1) and (A-10) need to be jointly solved to derive division-level 

inputs and segment-specific production functions. This study implements an iterative method 

through the following procedures.  

Step 1: For each input, preset a reasonable guess of the initial allocations. This study assumes 

input proportionality, which is recommended by Foster et al. (2008) and utilized as the first 

guess of division-level inputs.8 

Step 2: Estimate the segment-specific production functions in Eq. (A-1) using the initial guess 

of division-level inputs in Step 1.  

Step 3: Update the division-level input allocations in Eq. (A-10) using the estimated 

segment-specific production functions derived in Step 2.  

Step 4: Repeat Steps 2 and 3 until a given stationary threshold of the change in coefficients is 

achieved by successive iterations.  

Finally, the estimated division-level inputs are the undistorted allocations of the unobserved 

inputs, and the estimated production functions present how inputs are converted into output in 

each segment.  

After the input allocations are imputed from the iterations, this study tests if the key 

assumption that single-division and multi-divisional firms use the same production techniques 

within a segment is correct. For each segment, this study creates a dummy variable of 

multi-divisional firms and then regresses the output on inputs, the dummy, and the intersections 

between each input and the dummy variable. If any coefficient of the intersections and the 

dummy variable is statistically significant, then the key assumption that most previous works (De 

Loecker et al., 2016; Levinsohn and Petrin, 2003; Olley and Pakes, 1996) rely on is invalid. On 
                                                      

8 In practice, other methods will also be used to set the initial allocations to see if the iteration converges at the same 
undistorted allocations. The methods and results are discussed in Appendix B. 
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the other hand, evidence is achieved to support this key assumption if all the coefficients of the 

intersections are insignificant.  

This study recommends imputing input allocations assuming the key assumption is valid first 

so that both observations of single-division and multi-divisional firms can be used in the first 

system of equations. This is especially important with a small sample size. If the test then shows 

the assumption to be invalid, the iterations can be rerun after removing the observations of 

single-division firms in the first system of equations.  

The next two subsections generalize the model, allowing for more inputs, segments, and 

multi-divisional firms, as well as different production functional forms. The algorithm is 

analogous to the simple model above and can derive Theorem 1. Those who are not interested in 

the details can skip the rest of Appendix A.  

 

A.2  General Model 

A.2.1  Setup 

As an extension of the simplified model, the general model considers a generalized production 

function and analyzes a “M Inputs – N Products/Segments – T periods” economy. Moreover, 

firms can have footprints in one or multiple segments and enter or exit segments over time.  

A.2.2  Single Frontier Analysis 

The canonical stochastic frontier analysis for panel data, or what this study calls the SPF 

estimator, runs the regression for individual (country, region, company, etc.) i at time t9: 

                𝑌𝑌𝑖𝑖𝑖𝑖 = 𝑓𝑓(𝑋𝑋𝑖𝑖𝑖𝑖;𝛽𝛽0) exp(𝜏𝜏𝜏𝜏) exp(𝑣𝑣𝑖𝑖𝑖𝑖) exp (−𝑢𝑢𝑖𝑖𝑖𝑖),              (A-11) 

where 𝑌𝑌𝑖𝑖𝑖𝑖 is the total output of individual i at time t; 𝑋𝑋𝑖𝑖𝑖𝑖= (𝑋𝑋𝑖𝑖𝑖𝑖1 , 𝑋𝑋𝑖𝑖𝑖𝑖2 , ..., 𝑋𝑋𝑖𝑖𝑖𝑖𝑀𝑀 ) vectors the M 

types of inputs; 𝑓𝑓(𝑋𝑋𝑖𝑖𝑖𝑖;𝛽𝛽0) ·  exp(𝜏𝜏𝜏𝜏) is the production frontier over time, where 𝑓𝑓(𝑋𝑋𝑖𝑖𝑖𝑖;𝛽𝛽0) is 

the time-invariant part of the production function,10 𝛽𝛽0 = (𝛽𝛽01, 𝛽𝛽02, ..., 𝛽𝛽0𝑀𝑀 ) is a vector of 

technical parameters to be estimated. Z vectors a group of year dummy variables, controls the 

production frontier change across time and τ vectors the coefficients of time; exp (𝑣𝑣𝑖𝑖𝑖𝑖) is the 

stochastic component that describes random shocks affecting the production process, where 𝑣𝑣𝑖𝑖𝑖𝑖 
                                                      

9 Eq. (A-11) is the same as Eq. (1). 
10 In the simple example for this study, this production function has a Cobb-Douglas form. 
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is assumed to be normally distributed with a mean of zero and a standard deviation of 𝜎𝜎𝑣𝑣; and 

 𝑇𝑇𝑇𝑇𝑖𝑖𝑖𝑖 = exp (−𝑢𝑢𝑖𝑖𝑖𝑖) denotes the time-variant technical efficiency defined as the ratio of observed 

output to maximum feasible output 𝑇𝑇𝑇𝑇𝑖𝑖𝑖𝑖 = 1 or 𝑢𝑢𝑖𝑖𝑖𝑖 = 0 shows that the i-th individual allocates 

at the production frontier and obtains the maximum feasible output at time t, while 𝑇𝑇𝑇𝑇𝑖𝑖𝑖𝑖 < 1 or 

𝑢𝑢𝑖𝑖𝑖𝑖 > 0 provides a measure of the shortfall of the observed output from the maximum feasible 

output. This study uses the error components specification with time-varying efficiencies 

(Battese and Coelli, 1992), where  𝑢𝑢𝑖𝑖𝑖𝑖 = exp(−𝜂𝜂(𝑡𝑡 −  𝑇𝑇 )) ∙  𝑢𝑢𝑖𝑖. To sum up, the coefficients of 

the production function in Eq. (A-11) are time-invariant, while the firm-specific intercept term is 

shifted by a common time varying component. This study will test if the coefficients of the 

production function also change over time in the empirical analysis.  

A.2.3  Segment-Specific Frontier Analysis 

As has been discussed, Eq. (A-11) assumes a unique production function across segments and 

can only derive firm-level efficiency without segment-specific production function concern. The 

SSPF analysis in a “M Inputs – N Products/Segments – T periods” economy imputes the input 

allocations by solving two systems of equations simultaneously.  

Each equation in the first system of N equations (A-12) describes the production techniques 

for the corresponding segment11.  

            �
𝑌𝑌𝑖𝑖1𝑖𝑖 = 𝑓𝑓1(𝑋𝑋𝑖𝑖1𝑖𝑖;𝛽𝛽1) exp(𝜏𝜏1𝜏𝜏1) exp(𝑣𝑣𝑖𝑖1𝑖𝑖) exp (−𝜇𝜇𝑖𝑖1𝑖𝑖)

…
𝑌𝑌𝑖𝑖𝑖𝑖𝑖𝑖 = 𝑓𝑓𝑖𝑖(𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖;𝛽𝛽𝑖𝑖) exp(𝜏𝜏𝑖𝑖𝜏𝜏𝑖𝑖) exp(𝑣𝑣𝑖𝑖𝑖𝑖𝑖𝑖) exp (−𝜇𝜇𝑖𝑖𝑖𝑖𝑖𝑖)

,         (A-12) 

where 𝑌𝑌𝑖𝑖𝑖𝑖𝑖𝑖 represents the observed scalar output and 𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖 vectors the unobserved inputs of 

individual i in segment j at time t, respectively. 𝑓𝑓𝑖𝑖�𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖;𝛽𝛽𝑖𝑖� is the heterogeneous production 

frontier for segment j, where 𝛽𝛽𝑖𝑖 = (𝛽𝛽𝑖𝑖1, 𝛽𝛽𝑖𝑖2, ...  ) is a vector of segment-specific technical 

parameters; 𝜏𝜏𝑖𝑖 = (𝜏𝜏𝑖𝑖2, 𝜏𝜏𝑖𝑖3, ..., 𝜏𝜏𝑖𝑖𝑗𝑗 ) vectors a group of year dummy variables to control the 

production frontier change across time and 𝜏𝜏𝑖𝑖 = (𝜏𝜏𝑖𝑖2, 𝜏𝜏𝑖𝑖3, ..., 𝜏𝜏𝑖𝑖𝑗𝑗 ) vectors the coefficients of the 

year dummy variables; and  𝜇𝜇𝑖𝑖𝑖𝑖𝑖𝑖 = exp(−𝜂𝜂(𝑡𝑡 −  𝑇𝑇 )) ∙  𝜇𝜇𝑖𝑖𝑖𝑖  is the time-variant efficiency 

indicator.  𝑣𝑣𝑖𝑖𝑖𝑖𝑖𝑖  is the noise that is considered normally distributed with a mean of zero and a 

standard deviation of  𝜎𝜎𝑣𝑣𝑖𝑖. The data pooled into the j-th equation in Eq. (A-12) depends on the 

                                                      
11 Eq. (A-12) is the same as Eq. (2). 
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validity of the key assumption. If assuming that single-division firms and multi-divisional firms 

have the same production techniques, all the players in segment j are included in the regression. 

Otherwise, the single-division firms are removed from the regression.  

The second system of equations solves the profit maximization problem of multi-divisional 

firms. For firm i at time t, the mathematical expectation of the profit function is 

�
max𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖𝑀𝑀 E[𝜋𝜋𝑖𝑖𝑖𝑖|𝐼𝐼𝑖𝑖𝑖𝑖−1] = max𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖𝑀𝑀 ∑ (E�𝑝𝑝𝑖𝑖𝑖𝑖𝑌𝑌𝑖𝑖𝑖𝑖𝑖𝑖|𝐼𝐼𝑖𝑖𝑖𝑖−1� − E�∑ ℎ𝑖𝑖𝑘𝑘𝑖𝑖𝑐𝑐𝑖𝑖𝑖𝑖𝑘𝑘𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖𝑘𝑘 |𝐼𝐼𝑖𝑖𝑖𝑖−1𝑀𝑀

𝑘𝑘=1 �)𝑖𝑖∈𝑊𝑊(𝑖𝑖,𝑖𝑖)

max𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖𝑘𝑘 E[𝜋𝜋𝑖𝑖𝑖𝑖|𝐼𝐼𝑖𝑖𝑖𝑖] = max𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖𝑘𝑘 ∑ (E�𝑝𝑝𝑖𝑖𝑖𝑖𝑌𝑌𝑖𝑖𝑖𝑖𝑖𝑖|𝐼𝐼𝑖𝑖𝑖𝑖� − E�∑ ℎ𝑖𝑖𝑘𝑘𝑖𝑖𝑐𝑐𝑖𝑖𝑖𝑖𝑘𝑘𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖𝑘𝑘 |𝐼𝐼𝑖𝑖𝑖𝑖𝑀𝑀
𝑘𝑘=1 �𝑖𝑖∈𝑊𝑊(𝑖𝑖,𝑖𝑖) ),∀𝑘𝑘 < 𝑀𝑀

, (A-13) 

where  

ℎ𝑖𝑖𝑘𝑘𝑖𝑖 = ℎ𝑖𝑖𝑘𝑘𝑖𝑖(�𝑐𝑐𝑖𝑖𝑖𝑖𝑘𝑘𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖𝑘𝑘 ),
𝑀𝑀

𝑘𝑘=1

∀𝑘𝑘 = 1,2, … ,𝑀𝑀 

and  

         𝑌𝑌𝑖𝑖𝑖𝑖𝑖𝑖 = 𝑓𝑓𝑖𝑖�𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖；𝛽𝛽𝑖𝑖� 𝑒𝑒𝑥𝑥𝑝𝑝�𝜏𝜏𝑖𝑖𝜏𝜏𝑖𝑖� 𝑒𝑒𝑥𝑥𝑝𝑝�𝑣𝑣𝑖𝑖𝑖𝑖𝑖𝑖� 𝑒𝑒𝑥𝑥 𝑝𝑝�−𝑢𝑢𝑖𝑖𝑖𝑖𝑖𝑖� ,∀𝑗𝑗 ∈ 𝑊𝑊(𝑖𝑖, 𝑡𝑡),     (A-14) 

where 𝑌𝑌𝑖𝑖𝑖𝑖𝑖𝑖  and 𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖𝑘𝑘  represent the observed scalar output and the unobserved k-th input of 

individual i in segment j at time t, respectively. The last input, 𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖𝑀𝑀 , is the division-level capital 

input. ℎ𝑖𝑖𝑘𝑘𝑖𝑖 is the spillover effects on the k-th input for firm i at time t. 𝑐𝑐𝑖𝑖𝑖𝑖𝑘𝑘  is the average price of 

the k-th input in segment j at time t. Similar to the simple example in Subsection A.1.1.3, the 

general model also assumes that firms predict log(𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖′)| log(𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖)~𝑁𝑁�log�𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖� + 𝜇𝜇𝑥𝑥𝑖𝑖 ,𝜎𝜎𝑥𝑥𝑖𝑖2 � 

where 𝑥𝑥 = 𝑝𝑝,𝐴𝐴,𝑋𝑋𝑘𝑘 ,𝜔𝜔,𝜌𝜌  and all the 𝜇𝜇  and 𝜎𝜎  are known. 𝑊𝑊(𝑖𝑖, 𝑡𝑡)  is a subset of 𝑊𝑊 =

(1,2, … ,𝑁𝑁), indicating the segments in which individual i at time t has a footprint. When 

estimating region or country productivity, 𝑊𝑊(𝑖𝑖, 𝑡𝑡) is usually similar to 𝑊𝑊 since most countries 

have production in every sector or segment. A counterexample is Singapore, which has a 

negligible agriculture industry. For company productivity analysis, 𝑊𝑊(𝑖𝑖, 𝑡𝑡) is smaller than 𝑊𝑊 

in most cases, as only a few integrated companies do business in every segment. Take this 

study’s empirical study as an example; only one out of 114 firms does business in all five 

segments of the oilfield market.  

Using the same strategy in Eq. (A-2), this study first solves all the “perfectly variable” inputs 

and then solves the capital input. By solving the first order condition of Eq. (A-13), the “equal 

(expected) marginal revenue per cost” condition can be derived. Adding the observed firm-level 

inputs, the first part of Theorem 1 (Eq. (3)) is derived  
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𝜕𝜕𝜕𝜕[𝑅𝑅𝑖𝑖𝑖𝑖𝑖𝑖 | 𝐼𝐼𝑖𝑖𝑖𝑖 ] 

𝜕𝜕𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖
𝑘𝑘

𝜕𝜕𝜕𝜕�𝑅𝑅𝑖𝑖𝑖𝑖′𝑖𝑖 | 𝐼𝐼𝑖𝑖𝑖𝑖�

𝜕𝜕𝑋𝑋𝑖𝑖𝑖𝑖′𝑖𝑖
𝑘𝑘

=
𝑐𝑐𝑖𝑖𝑖𝑖
𝑘𝑘

𝑐𝑐𝑖𝑖′𝑖𝑖
𝑘𝑘 = 𝑟𝑟𝑖𝑖𝑖𝑖′𝑖𝑖

𝑘𝑘 ,∀𝑖𝑖, 𝑡𝑡,∀𝑘𝑘 < 𝑀𝑀,∀𝑗𝑗, 𝑗𝑗′ ∈ 𝑊𝑊(𝑖𝑖, 𝑡𝑡)

𝜕𝜕𝜕𝜕[𝑅𝑅𝑖𝑖𝑖𝑖𝑖𝑖 | 𝐼𝐼𝑖𝑖𝑖𝑖−1 ] 

𝜕𝜕𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖
𝑀𝑀

𝜕𝜕𝜕𝜕�𝑅𝑅𝑖𝑖𝑖𝑖′𝑖𝑖 | 𝐼𝐼𝑖𝑖𝑖𝑖−1�

𝜕𝜕𝑋𝑋𝑖𝑖𝑖𝑖′𝑖𝑖
𝑀𝑀

=
𝑐𝑐𝑖𝑖𝑖𝑖−1
𝑀𝑀

𝑐𝑐𝑖𝑖′𝑖𝑖−1
𝑀𝑀 = 𝑟𝑟𝑖𝑖𝑖𝑖′𝑖𝑖−1

𝑀𝑀 ,∀𝑖𝑖, 𝑡𝑡,∀𝑗𝑗, 𝑗𝑗′ ∈ 𝑊𝑊(𝑖𝑖, 𝑡𝑡)

∑ 𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖𝑘𝑘𝑖𝑖∈𝑊𝑊(𝑖𝑖,𝑖𝑖) = 𝑋𝑋𝑖𝑖𝑖𝑖𝑘𝑘 ,∀𝑖𝑖,𝑘𝑘, 𝑡𝑡

,       (A-15) 

where 𝑐𝑐𝑖𝑖𝑖𝑖𝑘𝑘  is the average price of the k-th input in segment j at time t; 𝑟𝑟𝑖𝑖𝑖𝑖′𝑖𝑖
𝑘𝑘  represents the ratio of 

average price for the k-th input between segments j and j’ at time t.   

Suppose 𝑁𝑁(𝑖𝑖, 𝑡𝑡) is the number of elements (i.e., the number of segments entered by firm i at 

time t) in set 𝑊𝑊(𝑖𝑖, 𝑡𝑡), and the system of Eq. (A-15) has ∑ 𝑁𝑁(𝑖𝑖, 𝑡𝑡)𝑖𝑖,𝑖𝑖 · 𝑀𝑀  equations with 

∑ 𝑁𝑁(𝑖𝑖, 𝑡𝑡)𝑖𝑖,𝑖𝑖 · 𝑀𝑀 unknown division-level inputs (i.e. the black box of input allocations). If the first 

system of equations in Eq. (A-12) can be estimated, then system (A-15) is just-identified and the 

input allocations can be imputed.  

This study looks for the undistorted allocations of segment-level inputs (𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖𝑘𝑘 ) that jointly 

solves the system of Eq. (A-12) and the system of Eq. (A-15). In order to find the undistorted 

input allocations and the segment-specific production functions that satisfy Eq. (A-12) and Eq. 

(A-15) simultaneously, this study implements the same iterative method discussed in Subsection 

A.1.4.  

 

A.3  Parametric Production Function Specification 

Since the stochastic frontier analysis is a parametric approach, the mathematical form for the 

production function needs to be specified. This study discusses the solution of the undistorted 

input allocations when the production function 𝑓𝑓𝑖𝑖�𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖;𝛽𝛽𝑖𝑖� has the most widely used forms: the 

Cobb-Douglas and Transcendental Logarithmic forms.  

A.3.1  Cobb-Douglas Production Function 

Given a C-D form, the canonical model in Eq. (A-11) has the form: 

𝑌𝑌𝑖𝑖𝑖𝑖 = exp (𝛼𝛼)�(𝑋𝑋𝑖𝑖𝑖𝑖𝑘𝑘)𝛽𝛽0𝑘𝑘
2

𝑘𝑘=1

exp (𝜏𝜏𝜏𝜏)exp (𝑣𝑣𝑖𝑖𝑖𝑖)exp (−𝑢𝑢𝑖𝑖𝑖𝑖) 
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             ⇔ ln𝑌𝑌𝑖𝑖𝑖𝑖 = α + ∑ 𝛽𝛽0𝑘𝑘ln (2
k=1 𝑋𝑋𝑖𝑖𝑖𝑖𝑘𝑘) + 𝜏𝜏𝜏𝜏 + 𝑣𝑣𝑖𝑖𝑖𝑖 − 𝑢𝑢𝑖𝑖𝑖𝑖.           (A-16) 

The segment-specific production function in Eq. (A-12) becomes:  

          �
ln𝑌𝑌𝑖𝑖1𝑖𝑖 = 𝛼𝛼1 + ∑ 𝛽𝛽1𝑘𝑘 ln�𝑋𝑋𝑖𝑖1𝑖𝑖𝑘𝑘 � + 𝜏𝜏1𝜏𝜏1 + 𝑣𝑣𝑖𝑖1𝑖𝑖 − 𝑢𝑢𝑖𝑖1𝑖𝑖M

k=1
…

ln𝑌𝑌𝑖𝑖𝑖𝑖𝑖𝑖 = 𝛼𝛼𝑖𝑖 + ∑ 𝛽𝛽𝑖𝑖𝑘𝑘 ln�𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖𝑘𝑘 � + 𝜏𝜏𝑖𝑖𝜏𝜏𝑖𝑖 + 𝑣𝑣𝑖𝑖𝑖𝑖𝑖𝑖 − 𝑢𝑢𝑖𝑖𝑖𝑖𝑖𝑖M
k=1

.        (A-17) 

The “equal marginal revenue per cost” constraint is then:  

⎩
⎪
⎪
⎪
⎨

⎪
⎪
⎪
⎧

𝜕𝜕𝜕𝜕[𝑅𝑅𝑖𝑖𝑖𝑖𝑖𝑖 | 𝐼𝐼𝑖𝑖𝑖𝑖 ] 

𝜕𝜕𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖
𝑘𝑘

𝜕𝜕𝜕𝜕�𝑅𝑅𝑖𝑖𝑖𝑖′𝑖𝑖 | 𝐼𝐼𝑖𝑖𝑖𝑖�

𝜕𝜕𝑋𝑋𝑖𝑖𝑖𝑖′𝑖𝑖
𝑘𝑘

=
𝛽𝛽𝑖𝑖𝑘𝑘𝑅𝑅𝑖𝑖𝑖𝑖𝑖𝑖𝑋𝑋𝑖𝑖𝑖𝑖′𝑖𝑖

𝑘𝑘 𝑒𝑒𝑥𝑥𝑒𝑒(𝑣𝑣𝑖𝑖𝑖𝑖′𝑖𝑖+0.5𝜎𝜎𝑣𝑣𝑖𝑖
2 )

𝛽𝛽𝑖𝑖′𝑘𝑘𝑅𝑅𝑖𝑖𝑖𝑖′𝑖𝑖𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖
𝑘𝑘 𝑒𝑒𝑥𝑥𝑒𝑒(𝑣𝑣𝑖𝑖𝑖𝑖𝑖𝑖+0.5𝜎𝜎𝑣𝑣𝑖𝑖′

2 )
= 𝑟𝑟𝑖𝑖𝑖𝑖′𝑖𝑖

𝑘𝑘 ,∀𝑖𝑖, 𝑡𝑡,∀𝑘𝑘 < 𝑀𝑀,∀𝑗𝑗, 𝑗𝑗′ ∈ 𝑊𝑊(𝑖𝑖, 𝑡𝑡)

𝜕𝜕𝜕𝜕[𝑅𝑅𝑖𝑖𝑖𝑖𝑖𝑖 | 𝐼𝐼𝑖𝑖𝑖𝑖−1 ] 

𝜕𝜕𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖
𝑀𝑀

𝜕𝜕𝜕𝜕�𝑅𝑅𝑖𝑖𝑖𝑖′𝑖𝑖 | 𝐼𝐼𝑖𝑖𝑖𝑖−1�

𝜕𝜕𝑋𝑋𝑖𝑖𝑖𝑖′𝑖𝑖
𝑀𝑀

=
𝛽𝛽𝑖𝑖𝑘𝑘𝑧𝑧𝑖𝑖𝑖𝑖𝑖𝑖𝑅𝑅𝑖𝑖𝑖𝑖𝑖𝑖𝑋𝑋𝑖𝑖𝑖𝑖′𝑖𝑖

𝑀𝑀 𝑒𝑒𝑥𝑥𝑒𝑒(𝑣𝑣𝑖𝑖𝑖𝑖′𝑖𝑖+0.5𝜎𝜎𝑣𝑣𝑖𝑖
2 )𝛾𝛾𝑖𝑖

𝛽𝛽𝑖𝑖′𝑘𝑘𝑧𝑧𝑖𝑖𝑖𝑖′𝑖𝑖𝑅𝑅𝑖𝑖𝑖𝑖′𝑖𝑖𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖
𝑀𝑀 𝑒𝑒𝑥𝑥𝑒𝑒(𝑣𝑣𝑖𝑖𝑖𝑖𝑖𝑖+0.5𝜎𝜎𝑣𝑣𝑖𝑖′

2 )𝛾𝛾𝑖𝑖′
= 𝑟𝑟𝑖𝑖𝑖𝑖′𝑖𝑖−1

𝑀𝑀 ,∀𝑖𝑖, 𝑡𝑡,∀𝑗𝑗, 𝑗𝑗′ ∈ 𝑊𝑊(𝑖𝑖, 𝑡𝑡)
. 

where 

𝑧𝑧𝑖𝑖𝑖𝑖𝑖𝑖 = 𝑒𝑒𝑖𝑖𝑖𝑖−1
𝑒𝑒𝑖𝑖𝑖𝑖

𝐴𝐴𝑖𝑖𝑖𝑖𝑖𝑖−1
𝐴𝐴𝑖𝑖𝑖𝑖𝑖𝑖

∏ �
𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖−1
𝑘𝑘

𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖
𝑘𝑘 �

𝛽𝛽𝑖𝑖𝑘𝑘

𝑘𝑘=1,…,𝑀𝑀−1  , 

𝐴𝐴𝑖𝑖𝑖𝑖𝑖𝑖 = exp(𝛼𝛼𝑖𝑖 + 𝜏𝜏𝑖𝑖𝑖𝑖 − 𝑢𝑢𝑖𝑖𝑖𝑖𝑖𝑖) . 

Given that and the observed firm-level inputs, it is easy to solve the system of equations:  

        

⎩
⎪
⎨

⎪
⎧𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖𝑘𝑘 = 𝛽𝛽𝑖𝑖𝑘𝑘𝑅𝑅𝑖𝑖𝑖𝑖𝑖𝑖

∑ 𝛽𝛽𝑖𝑖′𝑘𝑘𝑅𝑅𝑖𝑖𝑖𝑖′𝑖𝑖𝑟𝑟𝑖𝑖𝑖𝑖′𝑖𝑖
𝑘𝑘 𝑒𝑒𝑥𝑥𝑒𝑒 (𝑣𝑣𝑖𝑖𝑖𝑖𝑖𝑖−𝑣𝑣𝑖𝑖𝑖𝑖′𝑖𝑖+0.5𝜎𝜎𝑣𝑣𝑖𝑖′

2 −0.5𝜎𝜎𝑣𝑣𝑖𝑖
2 )𝑖𝑖′∈𝑊𝑊(𝑖𝑖,𝑖𝑖)
𝑋𝑋𝑖𝑖𝑖𝑖𝑘𝑘 ,∀𝑘𝑘 < 𝑀𝑀

𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖𝑀𝑀 = 𝛽𝛽𝑖𝑖𝑀𝑀𝑅𝑅𝑖𝑖𝑖𝑖𝑖𝑖

∑ 𝛽𝛽𝑖𝑖′𝑀𝑀𝑅𝑅𝑖𝑖𝑖𝑖′𝑖𝑖𝑟𝑟𝑖𝑖𝑖𝑖′𝑖𝑖
𝑀𝑀 �

𝛾𝛾𝑖𝑖′
𝛾𝛾𝑖𝑖
�(
𝑧𝑧𝑖𝑖𝑖𝑖′𝑖𝑖
𝑧𝑧𝑖𝑖𝑖𝑖𝑖𝑖

)exp (𝑣𝑣𝑖𝑖𝑖𝑖𝑖𝑖−𝑣𝑣𝑖𝑖𝑖𝑖′𝑖𝑖+0.5𝜎𝜎𝑣𝑣𝑖𝑖′
2 −0.5𝜎𝜎𝑣𝑣𝑖𝑖

2 )𝑖𝑖′∈𝑊𝑊(𝑖𝑖,𝑖𝑖)

𝑋𝑋𝑖𝑖𝑖𝑖𝑀𝑀
,      (A-18) 

where  

  𝛾𝛾𝑖𝑖 = exp(𝜇𝜇𝑒𝑒𝑖𝑖 + 𝜇𝜇𝐴𝐴𝑖𝑖 + ∑ 𝛽𝛽𝑖𝑖𝑘𝑘𝜇𝜇𝑋𝑋𝑘𝑘𝑖𝑖
𝑀𝑀−1
𝑘𝑘=1 +

𝜎𝜎𝑝𝑝𝑖𝑖
2 +𝜎𝜎𝐴𝐴𝑖𝑖

2 +∑ 𝛽𝛽𝑖𝑖𝑘𝑘
2 𝜎𝜎

𝑋𝑋𝑘𝑘𝑖𝑖
2𝑀𝑀−1

𝑘𝑘=1

2
). 

Eq. (A-18) is the second part of Theorem 1 (Eq. (4)). The solution exists when all the 

parameters 𝛽𝛽𝑖𝑖𝑘𝑘 are positive. Finally, the iteration method is used to solve the undistorted input 

allocations and technical parameters jointly from Eqs. (A-17) and (A-18). 
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A.3.2  Transcendental Logarithmic Production Function 

Given a T-L form, the production function in Eq. (A-11) becomes:  

ln𝑌𝑌𝑖𝑖𝑖𝑖 = 𝛼𝛼 + ∑ 𝛽𝛽0𝑘𝑘 ln�𝑋𝑋𝑖𝑖𝑖𝑖𝑘𝑘� + 1
2
∑ ∑ 𝛿𝛿0𝑘𝑘𝑗𝑗𝑀𝑀

𝑗𝑗=1
𝑀𝑀
𝑘𝑘=1 𝑙𝑙𝑎𝑎𝑋𝑋𝑖𝑖𝑖𝑖𝑘𝑘 𝑙𝑙𝑎𝑎𝑋𝑋𝑖𝑖𝑖𝑖𝑗𝑗 + 𝜏𝜏𝜏𝜏 + 𝑣𝑣𝑖𝑖𝑖𝑖 − 𝑢𝑢𝑖𝑖𝑖𝑖M

k=1  , 

where 

𝛿𝛿0𝑘𝑘𝑗𝑗 = 𝛿𝛿0𝑗𝑗𝑘𝑘,∀𝑘𝑘, 𝑙𝑙 ∈ (1,2, … ,𝑀𝑀). 

Similarly, the segment-level production function in Eq. (A-12) becomes:  

�
ln𝑌𝑌𝑖𝑖1𝑖𝑖 = 𝛼𝛼1 + ∑ 𝛽𝛽1𝑘𝑘 ln�𝑋𝑋𝑖𝑖1𝑖𝑖𝑘𝑘 � + 1

2
∑ ∑ 𝛿𝛿1𝑘𝑘𝑗𝑗𝑀𝑀

𝑗𝑗=1
𝑀𝑀
𝑘𝑘=1 𝑙𝑙𝑎𝑎𝑋𝑋𝑖𝑖1𝑖𝑖𝑘𝑘 𝑙𝑙𝑎𝑎𝑋𝑋𝑖𝑖1𝑖𝑖𝑗𝑗 + 𝜏𝜏1𝜏𝜏1 + 𝑣𝑣𝑖𝑖1𝑖𝑖 − 𝑢𝑢𝑖𝑖1𝑖𝑖M

k=1
…

ln𝑌𝑌𝑖𝑖𝑖𝑖𝑖𝑖 = 𝛼𝛼𝑖𝑖 + ∑ 𝛽𝛽𝑖𝑖𝑘𝑘 ln�𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖𝑘𝑘 � + 1
2
∑ ∑ 𝛿𝛿𝑖𝑖𝑘𝑘𝑗𝑗𝑀𝑀

𝑗𝑗=1
𝑀𝑀
𝑘𝑘=1 𝑙𝑙𝑎𝑎𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖𝑘𝑘 𝑙𝑙𝑎𝑎𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖𝑗𝑗 + 𝜏𝜏𝑖𝑖𝜏𝜏𝑖𝑖 + 𝑣𝑣𝑖𝑖𝑖𝑖𝑖𝑖 − 𝑢𝑢𝑖𝑖𝑖𝑖𝑖𝑖M

k=1

, 

where 

𝛿𝛿𝑖𝑖𝑘𝑘𝑗𝑗 = 𝛿𝛿𝑖𝑖𝑗𝑗𝑘𝑘 ,∀𝑘𝑘, 𝑙𝑙 ∈ (1, … ,𝑀𝑀),∀𝑗𝑗 = 1, … ,𝑁𝑁 . 

The “equal marginal revenue per cost” constraint is then: 

  

⎩
⎪
⎪
⎪
⎨

⎪
⎪
⎪
⎧

𝜕𝜕𝜕𝜕[𝑅𝑅𝑖𝑖𝑖𝑖𝑖𝑖 | 𝐼𝐼𝑖𝑖𝑖𝑖 ] 

𝜕𝜕𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖
𝑘𝑘

𝜕𝜕𝜕𝜕�𝑅𝑅𝑖𝑖𝑖𝑖′𝑖𝑖 | 𝐼𝐼𝑖𝑖𝑖𝑖�

𝜕𝜕𝑋𝑋𝑖𝑖𝑖𝑖′𝑖𝑖
𝑘𝑘

=
(𝛽𝛽𝑖𝑖𝑘𝑘+∑ 𝛿𝛿𝑖𝑖𝑘𝑘𝑗𝑗𝑗𝑗𝑙𝑙𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖

𝑗𝑗 )𝑀𝑀
𝑗𝑗=1 𝑅𝑅𝑖𝑖𝑖𝑖𝑖𝑖𝑋𝑋𝑖𝑖𝑖𝑖′𝑖𝑖

𝑘𝑘 𝑒𝑒𝑥𝑥𝑒𝑒(𝑣𝑣𝑖𝑖𝑖𝑖′𝑖𝑖+0.5𝜎𝜎𝑣𝑣𝑖𝑖
2 )

(𝛽𝛽𝑖𝑖′𝑘𝑘+∑ 𝛿𝛿𝑖𝑖′𝑘𝑘𝑗𝑗𝑗𝑗𝑙𝑙𝑋𝑋𝑖𝑖𝑖𝑖′𝑖𝑖
𝑗𝑗 )𝑀𝑀

𝑗𝑗=1 𝑅𝑅𝑖𝑖𝑖𝑖′𝑖𝑖𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖
𝑘𝑘 𝑒𝑒𝑥𝑥𝑒𝑒(𝑣𝑣𝑖𝑖𝑖𝑖𝑖𝑖+0.5𝜎𝜎𝑣𝑣𝑖𝑖′

2 )
= 𝑟𝑟𝑖𝑖𝑖𝑖′𝑖𝑖

𝑘𝑘 ,∀𝑘𝑘 < 𝑀𝑀

𝜕𝜕𝜕𝜕[𝑅𝑅𝑖𝑖𝑖𝑖𝑖𝑖 | 𝐼𝐼𝑖𝑖𝑖𝑖−1 ] 

𝜕𝜕𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖
𝑀𝑀

𝜕𝜕𝜕𝜕�𝑅𝑅𝑖𝑖𝑖𝑖′𝑖𝑖 | 𝐼𝐼𝑖𝑖𝑖𝑖−1�

𝜕𝜕𝑋𝑋𝑖𝑖𝑖𝑖′𝑖𝑖
𝑀𝑀

=
𝑧𝑧𝑖𝑖𝑖𝑖𝑖𝑖(𝛽𝛽𝑖𝑖𝑘𝑘+∑ 𝛿𝛿𝑖𝑖𝑘𝑘𝑗𝑗𝑗𝑗𝑙𝑙𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖

𝑗𝑗 )𝑀𝑀
𝑗𝑗=1 𝑅𝑅𝑖𝑖𝑖𝑖𝑖𝑖𝑋𝑋𝑖𝑖𝑖𝑖′𝑖𝑖

𝑘𝑘 𝑒𝑒𝑥𝑥𝑒𝑒(𝑣𝑣𝑖𝑖𝑖𝑖′𝑖𝑖+0.5𝜎𝜎𝑣𝑣𝑖𝑖
2 )𝛾𝛾𝑖𝑖

𝑧𝑧𝑖𝑖𝑖𝑖′𝑖𝑖(𝛽𝛽𝑖𝑖′𝑘𝑘+∑ 𝛿𝛿𝑖𝑖′𝑘𝑘𝑗𝑗𝑗𝑗𝑙𝑙𝑋𝑋𝑖𝑖𝑖𝑖′𝑖𝑖
𝑗𝑗 )𝑀𝑀

𝑗𝑗=1 𝑅𝑅𝑖𝑖𝑖𝑖′𝑖𝑖𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖
𝑘𝑘 𝑒𝑒𝑥𝑥𝑒𝑒(𝑣𝑣𝑖𝑖𝑖𝑖𝑖𝑖+0.5𝜎𝜎𝑣𝑣𝑖𝑖′

2 )𝛾𝛾𝑖𝑖′
= 𝑟𝑟𝑖𝑖𝑖𝑖′𝑖𝑖−1

𝑀𝑀

,  (A-19) 

where 

𝑧𝑧𝑖𝑖𝑖𝑖𝑖𝑖 =
𝑝𝑝𝑖𝑖𝑖𝑖−1
𝑝𝑝𝑖𝑖𝑖𝑖

𝐴𝐴𝑖𝑖𝑖𝑖𝑖𝑖−1
𝐴𝐴𝑖𝑖𝑖𝑖𝑖𝑖

� �
𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖−1𝑘𝑘

𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖𝑘𝑘
�
𝛽𝛽𝑖𝑖𝑘𝑘

𝑘𝑘=1,…,𝑀𝑀−1

  �
𝑒𝑒𝑥𝑥𝑝𝑝 (1

2 𝛿𝛿1𝑘𝑘𝑗𝑗𝑙𝑙𝑎𝑎𝑋𝑋𝑖𝑖1𝑖𝑖−1
𝑘𝑘 𝑙𝑙𝑎𝑎𝑋𝑋𝑖𝑖1𝑖𝑖−1𝑗𝑗 )

𝑒𝑒𝑥𝑥𝑝𝑝 (1
2𝛿𝛿1𝑘𝑘𝑗𝑗𝑙𝑙𝑎𝑎𝑋𝑋𝑖𝑖1𝑖𝑖

𝑘𝑘 𝑙𝑙𝑎𝑎𝑋𝑋𝑖𝑖1𝑖𝑖𝑗𝑗 )𝑘𝑘,𝑗𝑗=1,…,𝑀𝑀

 

𝐴𝐴𝑖𝑖𝑖𝑖𝑖𝑖 = exp(𝛼𝛼𝑖𝑖 + 𝜏𝜏𝑖𝑖𝑖𝑖 − 𝑢𝑢𝑖𝑖𝑖𝑖𝑖𝑖)   𝑎𝑎𝑎𝑎𝑎𝑎   𝑘𝑘 + 𝑙𝑙 < 2𝑀𝑀 

𝛾𝛾𝑖𝑖 = exp {𝜇𝜇𝑒𝑒𝑖𝑖 + 𝜇𝜇𝐴𝐴𝑖𝑖 + �𝛽𝛽𝑖𝑖𝑘𝑘𝜇𝜇𝑋𝑋𝑘𝑘𝑖𝑖

𝑀𝑀−1

𝑘𝑘=1

+
𝜎𝜎𝑒𝑒𝑖𝑖2 + 𝜎𝜎𝐴𝐴𝑖𝑖2 + ∑ 𝛽𝛽𝑖𝑖𝑘𝑘2 𝜎𝜎𝑋𝑋𝑘𝑘𝑖𝑖

2𝑀𝑀−1
𝑘𝑘=1

2
+ 

∑ [�𝛽𝛽𝑖𝑖𝑘𝑘𝜇𝜇𝑋𝑋𝑘𝑘𝑖𝑖 +
𝛽𝛽𝑖𝑖𝑘𝑘
2 𝜎𝜎

𝑋𝑋𝑘𝑘𝑖𝑖
2

2
� �𝛽𝛽𝑖𝑖𝑗𝑗𝜇𝜇𝑋𝑋𝑗𝑗𝑖𝑖 +

𝛽𝛽𝑖𝑖𝑗𝑗
2 𝜎𝜎

𝑋𝑋𝑗𝑗𝑖𝑖
2

2
�]𝑀𝑀

𝑘𝑘,𝑗𝑗=1 }. 
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Compared with Eq. (A-17) in the C-D case, Eq. (A-19) in the T-L case adds the 

∑ 𝛿𝛿𝑖𝑖𝑘𝑘𝑗𝑗𝑀𝑀
𝑗𝑗=1 𝑙𝑙𝑎𝑎𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖𝑗𝑗  part, which makes the latter case much more complicated to solve. Interestingly, 

this ratio itself is a C-D function.  

In the T-L case, the system of equations in Eq. (A-15) becomes 

   

⎩
⎪
⎪
⎪
⎨

⎪
⎪
⎪
⎧

𝜕𝜕𝜕𝜕[𝑅𝑅𝑖𝑖𝑖𝑖𝑖𝑖 | 𝐼𝐼𝑖𝑖𝑖𝑖 ] 

𝜕𝜕𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖
𝑘𝑘

𝜕𝜕𝜕𝜕�𝑅𝑅𝑖𝑖𝑖𝑖′𝑖𝑖 | 𝐼𝐼𝑖𝑖𝑖𝑖�

𝜕𝜕𝑋𝑋𝑖𝑖𝑖𝑖′𝑖𝑖
𝑘𝑘

=
(𝛽𝛽𝑖𝑖𝑘𝑘+∑ 𝛿𝛿𝑖𝑖𝑘𝑘𝑗𝑗𝑗𝑗𝑙𝑙𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖

𝑗𝑗 )𝑀𝑀
𝑗𝑗=1 𝑅𝑅𝑖𝑖𝑖𝑖𝑖𝑖𝑋𝑋𝑖𝑖𝑖𝑖′𝑖𝑖

𝑘𝑘 𝑒𝑒𝑥𝑥𝑒𝑒(𝑣𝑣𝑖𝑖𝑖𝑖′𝑖𝑖+0.5𝜎𝜎𝑣𝑣𝑖𝑖
2 )

(𝛽𝛽𝑖𝑖′𝑘𝑘+∑ 𝛿𝛿𝑖𝑖′𝑘𝑘𝑗𝑗𝑗𝑗𝑙𝑙𝑋𝑋𝑖𝑖𝑖𝑖′𝑖𝑖
𝑗𝑗 )𝑀𝑀

𝑗𝑗=1 𝑅𝑅𝑖𝑖𝑖𝑖′𝑖𝑖𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖
𝑘𝑘 𝑒𝑒𝑥𝑥𝑒𝑒(𝑣𝑣𝑖𝑖𝑖𝑖𝑖𝑖+0.5𝜎𝜎𝑣𝑣𝑖𝑖′

2 )
= 𝑟𝑟𝑖𝑖𝑖𝑖′𝑖𝑖

𝑘𝑘 ,∀𝑘𝑘 < 𝑀𝑀

𝜕𝜕𝜕𝜕[𝑅𝑅𝑖𝑖𝑖𝑖𝑖𝑖 | 𝐼𝐼𝑖𝑖𝑖𝑖−1 ] 

𝜕𝜕𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖
𝑀𝑀

𝜕𝜕𝜕𝜕�𝑅𝑅𝑖𝑖𝑖𝑖′𝑖𝑖 | 𝐼𝐼𝑖𝑖𝑖𝑖−1�

𝜕𝜕𝑋𝑋𝑖𝑖𝑖𝑖′𝑖𝑖
𝑀𝑀

=
𝑧𝑧𝑖𝑖𝑖𝑖𝑖𝑖(𝛽𝛽𝑖𝑖𝑘𝑘+∑ 𝛿𝛿𝑖𝑖𝑘𝑘𝑗𝑗𝑗𝑗𝑙𝑙𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖

𝑗𝑗 )𝑀𝑀
𝑗𝑗=1 𝑅𝑅𝑖𝑖𝑖𝑖𝑖𝑖𝑋𝑋𝑖𝑖𝑖𝑖′𝑖𝑖

𝑘𝑘 𝑒𝑒𝑥𝑥𝑒𝑒(𝑣𝑣𝑖𝑖𝑖𝑖′𝑖𝑖+0.5𝜎𝜎𝑣𝑣𝑖𝑖
2 )𝛾𝛾𝑖𝑖

𝑧𝑧𝑖𝑖𝑖𝑖′𝑖𝑖(𝛽𝛽𝑖𝑖′𝑘𝑘+∑ 𝛿𝛿𝑖𝑖′𝑘𝑘𝑗𝑗𝑗𝑗𝑙𝑙𝑋𝑋𝑖𝑖𝑖𝑖′𝑖𝑖
𝑗𝑗 )𝑀𝑀

𝑗𝑗=1 𝑅𝑅𝑖𝑖𝑖𝑖′𝑖𝑖𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖
𝑘𝑘 𝑒𝑒𝑥𝑥𝑒𝑒(𝑣𝑣𝑖𝑖𝑖𝑖𝑖𝑖+0.5𝜎𝜎𝑣𝑣𝑖𝑖′

2 )𝛾𝛾𝑖𝑖′
= 𝑟𝑟𝑖𝑖𝑖𝑖′𝑖𝑖−1

𝑀𝑀

∑ 𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖𝑘𝑘𝑖𝑖∈𝑊𝑊(𝑖𝑖,𝑖𝑖) = 𝑋𝑋𝑖𝑖𝑖𝑖𝑘𝑘 ,∀𝑖𝑖,𝑘𝑘, 𝑡𝑡

.   (A-20) 

Eq. (20) is the third part of Theorem 1 (Eq. (5)). This system of equations is just-identified, 

where the number of unknown variables equals the number of equations. However, whether a 

solution exists depends on the initial inputs, i.e., 𝛽𝛽𝑖𝑖𝑘𝑘, 𝛿𝛿𝑖𝑖𝑘𝑘𝑗𝑗, 𝑌𝑌𝑖𝑖𝑖𝑖𝑖𝑖, 𝑋𝑋𝑖𝑖𝑖𝑖𝑘𝑘 , 𝑟𝑟𝑖𝑖𝑖𝑖′𝑖𝑖
𝑘𝑘 , 𝑀𝑀, and 𝑁𝑁(𝑖𝑖, 𝑡𝑡). The 

T-L production function is a flexible functional form and a generalization of the C-D production 

function (Allen and Hall, 1997). Compared with the C-D form, the T-L form does not need the 

perfect substitution between inputs restriction or the linear input-output restriction (Klacek et al., 

2007). However, an easy solution cannot be obtained for the T-L form in Eq. (A-20) as was done 

for the C-D form solution in Eq. (A-18).  
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Appendix B Accuracy Test of the Estimation  

B.1  OECD Data 

This appendix uses panel data for OECD countries to test whether the imputation method 

estimates accurate input allocation. Many studies treat countries or regions as firms and use a 

production frontier approach to estimate the productivity and efficiency of a sector or the whole 

economy. Koop et al. (1999) decompose output change into technical, efficiency and input 

changes for seventeen OECD countries by using stochastic frontier methods. Mastromarco and 

Ghosh (2009) use stochastic frontier analysis to derive the total factor productivity for 

fifty-seven developing countries. Koop et al. (1995) measure the source of growth in four 

regions, consisting of East Asia, Africa, Latin America, and West. Other studies focus on 

cross-state or cross-province rather than cross-country productivity analysis, such as the thirty 

provinces of China (Gong, 2018a; Wei and Hao, 2011) and the forty-eight contiguous US states 

(Puig-Junoy, 2001). However, all of these studies utilize one production function for the entire 

economy without considering differences across segments. With regard to segment-specific 

production functions, the SSPF method can impute segment-level input allocations in each 

country.  

This study uses panel data for twenty-two OECD countries12 from 2000 to 2006 where labor 

and capital are the inputs and the value-added is the output. The dataset is mainly collected from 

the Structural Analysis (STAN) Database, the Annual National Accounts (ANA) Database, and 

the Monthly Monetary and Financial Statistics (MEI) Database, all of which are in the OECD 

iLibrary13.  

Based on the sector classification of OECD data, the total economy of a country can be 

divided into primary, secondary, and tertiary sectors and further classified into nine industries:  

I) the primary sector is segmented into 1) agriculture, hunting, forestry and fishing, and 2) 

mining and quarrying;  

II) the secondary sector is divided into three categories, consisting of 3) manufacturing, 4) 

electricity, gas and water supply, and 5) construction; and  

                                                      
12 These twenty-two OECD countries are Australia, Austria, Belgium, the Czech Republic, Denmark, Estonia, 
Finland, France, Germany, Hungary, Iceland, Ireland, Italy, Japan, the Netherlands, New Zealand, Poland, the 
Slovak Republic, Spain, Sweden, the United Kingdom, and the United States. 
13 http://www.oecd-ilibrary.org/ 
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III) the tertiary sector includes 6) wholesale, retail trade, restaurants and hotels, 7) transport, 

storage and communications, 8) finance, insurance, real estate and business services, and 9) 

community, social, and personal services.  

Our dataset has segment-level output, input allocations, and price data for each country. The 

output is value added in US dollars by segment and country. For the labor input, total 

employment and compensation for employees are collected. The former is a total quantity and 

the latter is divided by the former, thus providing labor price information. For the capital input, 

net capital stock/net fixed assets, consumption of fixed assets, and interest rate are available. The 

consumption of fixed assets divided by the net capital stock/net fixed asset is the depreciation 

rate. The price of capital, or the user cost of capital, is the sum of the depreciation rate and the 

interest rate. Table B-1 provides summary statistics for the inputs and outputs by segment.   

 

[Insert TABLE B-1 Here] 

 

A 3 Segments model is set up for OECD countries, where the output is value added (𝑌𝑌𝑖𝑖𝑖𝑖), the 

two inputs are labor (𝑋𝑋𝑖𝑖𝑖𝑖1 = 𝐿𝐿𝑖𝑖𝑖𝑖) and capital (𝑋𝑋𝑖𝑖𝑖𝑖2 = 𝐾𝐾𝑖𝑖𝑖𝑖), and the three segments are the primary, 

secondary, and tertiary sectors. In order to check the robustness of the results, this study further 

classifies the economy using nine industries and imputes the undistorted input allocations for a 9 

Segments model.  

Since all estimations of the technical parameters (𝛽𝛽𝑖𝑖𝑘𝑘) are positive, the system of equations in 

Eq. (A-12) has a solution for all the observations in the C-D case. When T-L production 

functions are assumed, however, less than 10% of the observations have solutions in Eq. (A-14) 

and can be refined. Therefore, only the accuracy of the estimation when production functions 

have C-D forms is tested. 

  

B.2  Testing Method 

“Equal (expected) marginal revenue per cost” estimation. The undistorted allocations of 

segment-level inputs 𝑋𝑋�𝑖𝑖𝑖𝑖𝑖𝑖𝑘𝑘  for the OECD countries imputed from the SSPF approach are called 

the “equal (expected) marginal product per cost” estimation,14 which satisfies 

                                                      
14 γ is removed because empirical data shows that the difference between segments is negligible. 
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 (B-1)         

⎩
⎪
⎨

⎪
⎧ 𝛽𝛽𝑖𝑖𝑘𝑘𝑅𝑅𝑖𝑖𝑖𝑖𝑖𝑖𝑋𝑋𝑖𝑖𝑖𝑖′𝑖𝑖

𝑘𝑘 exp(𝑣𝑣𝑖𝑖𝑖𝑖′𝑖𝑖+0.5𝜎𝜎𝑖𝑖
2)

𝛽𝛽𝑖𝑖′𝑘𝑘𝑅𝑅𝑖𝑖𝑖𝑖′𝑖𝑖𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖
𝑘𝑘 exp(𝑣𝑣𝑖𝑖𝑖𝑖𝑖𝑖+0.5𝜎𝜎𝑖𝑖′

2 )
= 𝑟𝑟𝑖𝑖𝑖𝑖′𝑖𝑖

𝑘𝑘 ,∀𝑘𝑘 < 𝑀𝑀,∀𝑗𝑗, 𝑗𝑗′ ∈ 𝑊𝑊(𝑖𝑖, 𝑡𝑡)

𝑧𝑧𝑖𝑖𝑖𝑖𝑖𝑖𝛽𝛽𝑖𝑖𝑘𝑘𝑅𝑅𝑖𝑖𝑖𝑖𝑖𝑖Xij′t
M exp(𝑣𝑣𝑖𝑖𝑖𝑖′𝑖𝑖+0.5𝜎𝜎𝑖𝑖

2)

𝑧𝑧𝑖𝑖𝑖𝑖′𝑖𝑖𝛽𝛽𝑖𝑖′𝑘𝑘𝑅𝑅𝑖𝑖𝑖𝑖′𝑖𝑖𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖
𝑀𝑀 exp(𝑣𝑣𝑖𝑖𝑖𝑖𝑖𝑖+0.5𝜎𝜎𝑖𝑖′

2 )
= 𝑟𝑟𝑖𝑖𝑖𝑖′𝑖𝑖−1

𝑀𝑀 ,∀𝑖𝑖, 𝑡𝑡,∀𝑗𝑗, 𝑗𝑗′ ∈ 𝑊𝑊(𝑖𝑖, 𝑡𝑡)
, 

where 

𝑧𝑧𝑖𝑖𝑖𝑖𝑖𝑖 = 𝑒𝑒𝑖𝑖𝑖𝑖−1
𝑒𝑒𝑖𝑖𝑖𝑖

𝐴𝐴𝑖𝑖𝑖𝑖𝑖𝑖−1
𝐴𝐴𝑖𝑖𝑖𝑖𝑖𝑖

∏ �
𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖−1
𝑘𝑘

𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖
𝑘𝑘 �

𝛽𝛽𝑖𝑖𝑘𝑘

𝑘𝑘=1,…,𝑀𝑀−1  . 

This section tests whether method 1 (Eq. (B-1)) imputes allocations that are closer to the actual 

allocations than those based on the other three methods (Eqs. (B-2)-(B-4)). The three alternative 

methods for generating the missing allocations are presented below.  

“Equal revenue per input” estimation. If both the differences in price and production 

function across segments are ignored in Eq. (B-1), then the segment-level input allocations are in 

proportion to the actual revenue across segments: 

 (B-2)                  

𝑅𝑅𝑖𝑖𝑖𝑖𝑖𝑖
𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖
𝑘𝑘

𝑅𝑅𝑖𝑖𝑖𝑖′𝑖𝑖
𝑋𝑋𝑖𝑖𝑖𝑖′𝑖𝑖
𝑘𝑘

= 1, ∀𝑘𝑘 = 1,2,∀𝑗𝑗, 𝑗𝑗′ ∈ 𝑊𝑊(𝑖𝑖, 𝑡𝑡) . 

The input proportionality assumption is widely used, as it requires the least amount of 

information. For example, Foster et al. (2008) allocate inputs based on products’ revenue shares. 

This study regards this estimation as the benchmark estimation since it is a reasonable first 

estimate; it is used in the first step of the iterative method. In business, financial analysts use 

revenue per employee and revenue per capital as efficiency ratios. This “Equal revenue per input” 

estimation assumes that these efficiency ratios are equal across segments within a company.  

“Equal (expected) marginal revenue per input” estimation. In order to test whether 

considering the difference in price across segments in Eq. (B-1) improves the accuracy of the 

estimation, this study also estimates the input allocations under the condition  

(B-3)            

⎩
⎪
⎨

⎪
⎧𝛽𝛽𝑖𝑖𝑘𝑘𝑅𝑅𝑖𝑖𝑖𝑖𝑖𝑖𝑋𝑋𝑖𝑖𝑖𝑖′𝑖𝑖

𝑘𝑘 𝑒𝑒𝑥𝑥𝑒𝑒(𝑣𝑣𝑖𝑖𝑖𝑖′𝑖𝑖+0.5𝜎𝜎𝑖𝑖
2)

𝛽𝛽𝑖𝑖′𝑘𝑘𝑅𝑅𝑖𝑖𝑖𝑖′𝑖𝑖𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖
𝑘𝑘 𝑒𝑒𝑥𝑥𝑒𝑒(𝑣𝑣𝑖𝑖𝑖𝑖𝑖𝑖+0.5𝜎𝜎𝑖𝑖′

2 )
= 1,∀𝑖𝑖, 𝑡𝑡,∀𝑘𝑘 < 𝑀𝑀,∀𝑗𝑗, 𝑗𝑗′ ∈ 𝑊𝑊(𝑖𝑖, 𝑡𝑡)

𝑧𝑧𝑖𝑖𝑖𝑖𝑖𝑖𝛽𝛽𝑖𝑖𝑘𝑘𝑅𝑅𝑖𝑖𝑖𝑖𝑖𝑖𝑋𝑋𝑖𝑖𝑖𝑖′𝑖𝑖
𝑀𝑀 𝑒𝑒𝑥𝑥𝑒𝑒(𝑣𝑣𝑖𝑖𝑖𝑖′𝑖𝑖+0.5𝜎𝜎𝑖𝑖

2)

𝑧𝑧𝑖𝑖𝑖𝑖′𝑖𝑖𝛽𝛽𝑖𝑖′𝑘𝑘𝑅𝑅𝑖𝑖𝑖𝑖′𝑖𝑖𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖
𝑀𝑀 𝑒𝑒𝑥𝑥𝑒𝑒(𝑣𝑣𝑖𝑖𝑖𝑖𝑖𝑖+0.5𝜎𝜎𝑖𝑖′

2 )
= 1,∀𝑖𝑖, 𝑡𝑡,∀𝑗𝑗, 𝑗𝑗′ ∈ 𝑊𝑊(𝑖𝑖, 𝑡𝑡)

, 

where the differences in market price of an input across divisions are ignored. This is called the 

“equal (expected) marginal revenue per input” approach.  
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“Equal revenue per cost” estimation. Similar to the benchmark estimation in Eq. (B2), this 

method considers average revenue rather than expected marginal revenue. However, this 

approach also takes input price information into consideration. 

 (B-4)                   

𝑅𝑅𝑖𝑖𝑖𝑖𝑖𝑖
𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖
𝑘𝑘

𝑅𝑅𝑖𝑖𝑖𝑖′𝑖𝑖
𝑋𝑋𝑖𝑖𝑖𝑖′𝑖𝑖
𝑘𝑘

= 𝑟𝑟𝑖𝑖𝑖𝑖𝑖𝑖′𝑖𝑖
𝑘𝑘 ,∀𝑘𝑘 = 1,2,∀𝑗𝑗, 𝑗𝑗′ ∈ 𝑊𝑊(𝑖𝑖, 𝑡𝑡) . 

The estimation assumes that the average revenue per input is proportional to the price of the 

same input across segments. This approach guarantees that the average costs of the value-added 

are equal across segments and is therefore denoted as the “equal revenue per cost” estimation.  

To sum up, only the undistorted estimation (“equal expected marginal revenue per cost”) 

considers both segment-specific input prices and production functions. The benchmark 

estimation “equal revenue per input” is the easiest to derive, as it requires no additional 

information. The “equal revenue per cost” estimation takes input price into account on the basis 

of the benchmark estimation and is likely to be close to the actual level. Both of these 

estimations ignore the segment-specific technical parameters, but are more computationally 

friendly than other methods, since no segment-specific production regressions (stochastic 

frontier analysis in this case) and iterations are involved. The “equal marginal revenue per input” 

estimation, on the other hand, considers segment-specific production function but ignores the 

heterogeneity in input prices across segments. This estimation can therefore substitute the 

undistorted estimation if segment-level input prices are unobserved. Based on the amount of 

information used, this study predicts that the undistorted estimation is the most accurate and that 

the benchmark estimation is the least accurate. There is no measurable evidence about the 

relative accuracy between the “equal revenue per cost” and “equal marginal revenue per input” 

estimations. The advantage of the former is its lower computational burden, while the advantage 

of the latter is the fewer amounts of data (segment-level inputs) needed.  

This study uses the mean square error (MSE) and the mean absolute error (MAE) methods for 

the accuracy test. Suppose the actual segment-level value of the k-th input is 𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖𝑘𝑘 , while the 

values for the undistorted estimation (“equal expected marginal revenue per cost”), “equal 

revenue per input” estimation, “equal revenue per cost” estimation, and “equal marginal revenue 

per input” estimation are 𝑋𝑋�𝑖𝑖𝑖𝑖𝑖𝑖𝑘𝑘 (1), 𝑋𝑋�𝑖𝑖𝑖𝑖𝑖𝑖𝑘𝑘 (2), 𝑋𝑋�𝑖𝑖𝑖𝑖𝑖𝑖𝑘𝑘 (3), and 𝑋𝑋�𝑖𝑖𝑖𝑖𝑖𝑖𝑘𝑘 (4), respectively. Then, the mean 

square error of the input allocations can be calculated using  
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𝑀𝑀𝑀𝑀𝑇𝑇(𝑒𝑒) =
∑ ∑ ∑ ∑ �

𝑋𝑋�𝑖𝑖𝑖𝑖𝑖𝑖
𝑘𝑘 (𝑝𝑝)−𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖

𝑘𝑘

𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖
𝑘𝑘 �

2

𝑖𝑖𝑖𝑖𝑖𝑖𝑘𝑘

∑ ∑ ∑ ∑ [I(𝑖𝑖𝑖𝑖𝑖𝑖𝑘𝑘 𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖
𝑘𝑘 ≠0)]

. 

Similarly, the mean absolute error of the input allocations can be calculated using  

𝑀𝑀𝐴𝐴𝑇𝑇(𝑒𝑒) =
∑ ∑ ∑ ∑ |(𝑋𝑋�𝑖𝑖𝑖𝑖𝑖𝑖

𝑘𝑘 (𝑒𝑒)−𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖
𝑘𝑘 )/𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖

𝑘𝑘 |𝑖𝑖𝑖𝑖𝑖𝑖𝑘𝑘

∑ ∑ ∑ ∑ [I(𝑖𝑖𝑖𝑖𝑖𝑖𝑘𝑘 𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖
𝑘𝑘 ≠0)]

, 

where 𝐼𝐼(∙) is the indicator function that takes on a value of one if the argument is correct and a 

value of zero otherwise. The numerator of the MSE (MAE) is the sum of the square error 

(absolute error) of the segment-level estimation of the inputs to the actual level. The denominator 

is the number of nonzero segment-level values for the inputs. Finally, this study calculates and 

compares MSE and MAE to check the accuracy of those estimations, where a lower error or 

deviation implies a more accurate estimation.  

In the iterative method to estimate the undistorted allocations, the benchmark estimator in Eq. 

(B-2) is set as the initial guess. The other two competing methods in Eqs. (B-3) and (B-4) can 

also be alternative initial guesses of the iteration. This study checks if the iteration converges to 

the same allocations when given various initial allocations, which implies the robustness of the 

SSPF estimation.  

 

B.3  Test Results 

This study uses stopping criterion c=1*10−6 for the iteration process. When the mean error of 

the production parameters in two consecutive iterations is smaller than this criterion, it is 

believed that a stationary threshold has been achieved and that the estimated segment-level input 

locations satisfy the assumption that the ratio of expected marginal products equals the price 

ratio of an input across segments for each country.  

Table B-2 presents the error results of the 3 Segments model and the 9 Segments model. The 

first model takes four iterations to pass the criterion and the second model takes thirty iterations 

to achieve a stationary condition.  

 

[Insert TABLE B-2 Here] 
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The first four columns of Table B-2 show the MSE and MAE for the undistorted estimation 

and the other three estimations, respectively, for comparison. The fifth column shows the MSE 

and MAE ratios of the undistorted estimation and the benchmark estimation, while the sixth 

column shows the MSE and MAE ratios of the undistorted estimation and the most accurate 

estimation among the three competing methods.  

Compared with the benchmark “equal revenue per input” estimate, the undistorted estimation 

significantly decreases the mean square error and hence improves the accuracy. In the 3 

Segments model, the MSE of the undistorted estimation is 16% of that of the benchmark 

estimation. A significant improvement in estimating the input allocations is also achieved in the 

9 Segments model, where the MSE of the undistorted estimation is 21% of that of the benchmark 

estimation. Moreover, the MAE of the undistorted estimation is around 60% of that of the 

benchmark estimation in both the 3 Segments model and the 9 Segments model, which also 

indicates that the undistorted estimation is more accurate than the benchmark input 

proportionality estimation used in Foster et al. (2008) 

The numbers in the last column are all smaller than one, which implies that the undistorted 

estimation is more accurate than all three competing estimations. Among the three estimations 

for comparison, the “equal revenue per cost” estimation that uses input price information is the 

most accurate one, while the other two are very close in their inaccuracy. 

Moreover, this study uses all three competing methods (Eqs. (B-2)-(B-4)) to impute the input 

allocations and set each of these three allocations as the initial guess in the iteration, respectively. 

In Eq. (A-18), it can be found that the variation of input allocations only depends on the variation 

of the production functions, because all the revenue and prices in the equation are observed and 

fixed. Therefore, if the three initial allocations can derive similar production functions, these 

initial allocations can also impute similar undistorted input allocations.  

Tables B-3 and B-4 present the estimated labor coefficient and capital coefficient in each 

segment for the 3 Segments model and the 9 Segments model, respectively. All the coefficients 

derived by the three different initial allocations are consistent, indicating that the iterative 

method converges to the same undistorted input allocations using those different initial guesses.  

 

[Insert TABLES B-3 AND B-4 Here] 
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Appendix C: OMR Data Introduction and Adjustment 

This study uses data from the Oilfield Market Report (OMR) by Spears & Associates. This 

report details the global oilfield equipment and service markets associated with five 

macro-segments: exploration, drilling, completion, production, and capital equipment. Spears & 

Associates began tracking the oilfield market in 1996 and publish its OMR annually. Each year, 

the report not only releases new data for the current year, but also updates previously published 

data. Most numbers in the OMR are estimates developed by Spears through five sources: public 

company reports (about 100 firms), published information, interviews (about 2,000 discussions), 

trade shows, and site visits.  

There are several advantages of using the OMR dataset. Firstly, this report brings estimations 

under the same criteria. Different firms have different segmentations, so direct use of their 

revenue declarations by product line from their financial reports is not wise. Secondly, this 

dataset is widely used by most firms and clients in the field. Thirdly, Spears has investigated the 

numbers through many sources to confirm its estimations in the past twenty years. Lastly, the 

OMR is updated each year, which alters any incorrect numbers according to the newest 

information.  

In this study, three versions of the OMR (2000, 2011, and 2015) are used to collect firm-level 

data from 1997 to 2014, which is denoted as OMR1997-2014. OMR2000 includes firm-level 

revenue by segment from 1997 to 2000, OMR2011 includes firm-level revenue by segment from 

1999 to 2011, and OMR2015 includes firm-level revenue by segment from 2005 to 2014. Since 

different waves of data have different market divisions, this study uses the market segmentation 

of OMR2015 and adjusts the other two datasets to acquire statistically comparable numbers.  

The revision in OMR2000 consists of 1) the “Mud Logging” segment being renamed as the 

“Surface Data Logging” segment; 2) the “Field Processing Equipment” segment being removed 

from the market; 3) the “Offshore O&M Services/Contracting” segment being added to the 

“Offshore Contract Drilling” segment; and 4) the “Production Logging” segment being added to 

the “Wireline Logging” segment. Moreover, the “Casing & Cementation Products” segment in 

both OMR2000 and OMR2011 is added to the “Completion Equipment & Services” segment. 

Finally, the “Pressure Pumping Service” segment in both datasets is divided into the “Cementing” 

and “Hydraulic Fracturing” segments.  
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The OMR1997–2014 contains share and size analysis for 32 micro-market segments within 

the 5 macro-segments from approximately 600 companies working around the world. 

OMR1997–2014 gives detailed revenue by segment for 275 companies, 114 of which are public 

firms that publish complete financial information annually. The other 300 smaller companies 

have been added to “Others” in the report. The detailed segmentation is as follows:  

I) Exploration segment includes 1) Geophysical Equipment & Services;  

II) Drilling segment includes 2) Cementing, 3) Casing & Tubing Services, 4) Directional 

Drilling Services, 5) Drill Bits, 6) Drilling & Completion Fluids, 7) Inspection & Coating, 8) 

Land Contract Drilling, 9) Logging-While-Drilling, 10) Offshore Contract Drilling, 11) Oil 

Country Tubular Goods, 12) Solids Control & Waste Management, 13) Surface Data Logging;  

III) Completion segment includes 14) Completion Eqpt & Services, 15) Coiled Tubing 

Services, 16) Hydraulic Fracturing, 17) Productions Testing, 18) Rental & Fishing Services, 19) 

Subsea Equipment, 20) Surface Equipment, 21) Wireline Logging;  

IV) Production segment includes 22) Artificial Lift, 23) Contract Compression Services, 24) 

Floating Production Services, 25) Specialty Chemicals, 26) Well Servicing; and  

V) Capital Equipment, Downhole Tools & Offshore Services segment includes 27) Downhole 

Drilling Tools, 28) Petroleum Aviation, 29) Offshore Construction Services, 30) Rig Equipment, 

31) Supply Vessels, and 32) Unit Manufacturing. 
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Appendix D: Estimating Capital Stocks Using Perpetual Inventory Method 

The perpetual inventory method (PIM) is the most widely employed approach to estimate 

capital stocks in many statistical offices (Gong, 2018c). Berlemann and Wesselhöft (2014)review 

the three PIM approaches used most frequently in the literature, consisting of the steady state 

approach, the disequilibrium approach, and the synthetic time series approach. After comparing 

the advantages and disadvantages of those three methods, they are able to combine them into a 

unified approach in order to prevent the drawbacks of the various methods. Their approach 

follows the procedure proposed by de la Fuente and Doménech (2006).  

The PIM interprets a firm’s capital stock as an inventory of investments. The aggregate capital 

stock falls in the depreciation rate per period. Therefore, the capital stock in period 𝑡𝑡 is a weight 

sum of the history of the capital stock investment:  

𝐾𝐾𝑖𝑖 = ∑ (1 − 𝛿𝛿)𝑖𝑖∞
𝑖𝑖=0 𝐼𝐼𝑖𝑖−(𝑖𝑖+1) . 

However, a complete time series of past investments from day one is not available for many 

companies. Thomson ONE, Bloomberg, and FactSet only cover the recent portion of investment 

history. Suppose the investment can only be tracked back to period 𝑡𝑡1, then the current capital 

stock can be estimated by using  

(D-1)                  𝐾𝐾𝑖𝑖 = (1 − 𝛿𝛿)𝑖𝑖−𝑖𝑖0𝐾𝐾𝑖𝑖0 + ∑ (1 − 𝛿𝛿)𝑖𝑖𝑖𝑖−1
𝑖𝑖=0 𝐼𝐼𝑖𝑖−(𝑖𝑖+1). 

Therefore, the information needed to calculate capital stock includes a time series of 

investment 𝐼𝐼𝑖𝑖−(𝑖𝑖+1), the rate of depreciate δ, and the initial capital stock 𝐾𝐾𝑖𝑖0. Firstly, de la 

Fuente and Doménech (2006) propose smoothing the time-series investment data since the 

economies are on their adjustment path towards equilibrium rather than staying in a steady state 

most of the time. Hence, this study smooths the observed capital expenditure (investment) using 

a regression 𝐼𝐼𝑖𝑖𝑖𝑖 = 𝛼𝛼𝑖𝑖 + 𝛽𝛽1𝑡𝑡 + 𝜖𝜖 for each firm. Secondly, this study follows the lead of Kamps 

(2006) and uses time-varying depreciation schemes, which seems to be the most plausible 

variant. The time-variant smooth depreciation rate can be estimated as the fitted value of the 

regression 𝛿𝛿𝑖𝑖 = 𝛼𝛼 + 𝛽𝛽2𝑡𝑡 + 𝜖𝜖. This study collects a given firm’s annual depreciation and total 

capital data to calculate the depreciation rate in accounting and use this information to run the 

regression. Finally, the initial capital stock at time 𝑡𝑡0 can be calculated from the investment 𝐼𝐼𝑖𝑖1, 

the long-term investment growth rate 𝑔𝑔𝐼𝐼 , and the estimated depreciation rate 𝛿𝛿 : 𝐾𝐾𝑖𝑖0 ≈
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 𝐼𝐼𝑖𝑖1/( 𝑔𝑔𝐼𝐼 + 𝛿𝛿𝑖𝑖1), where the growth rate 𝑔𝑔𝐼𝐼 is 𝛽𝛽1 and the investment  𝐼𝐼𝑖𝑖1 is the fitted value in the 

same regression. Similar to the method used in Berlemann and Wesselhöft (2014), this study 

assumes that all the years before 𝑡𝑡1  without desegregated data have the same constant 

depreciation rate as year 𝑡𝑡1 . But for all the recent years that we have investment data, the 

depreciation rate is time variant. Therefore, Eq. (D-1) becomes:  

𝐾𝐾𝑖𝑖 = ∏ (1 − 𝛿𝛿𝑖𝑖𝑖𝑖
𝑖𝑖=𝑖𝑖1 )  𝐼𝐼𝑖𝑖1

 𝑔𝑔𝐼𝐼+𝛿𝛿𝑖𝑖1
+ ∑ ∏ (𝑖𝑖−1

𝑖𝑖=𝑖𝑖−(𝑖𝑖+1)
𝑖𝑖−1
𝑖𝑖=0 1 − 𝛿𝛿𝑖𝑖) 𝐼𝐼𝑖𝑖−(𝑖𝑖+1) . 

In our empirical study, t is 2014 for most companies that are still active while 𝑡𝑡1  presents the 

first year of investment data and varies across firms. 
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Appendix E: Robustness Results Assuming a T-L Function 

In this paper, the functional form of the production function is assumed to be Cobb-Douglas 

(C-D). This appendix gives the estimation results if Transcendental Logarithmic (T-L) is the 

formation of the production function. In the T-L model, no solution for the system of equations 

in Eq. (A-20) exists for about 16% of the observations. To sum up, the estimated results in the 

T-L case are consistent with the ones in the C-D case, supporting the robustness of our approach. 

However, C-D model guarantees all the input allocations can be updated as long as the technical 

parameters are positive.  

 

[Insert TABLE E-1 Here] 

 

[Insert FIGURE E-1 Here] 

 

[Insert TABLES E-2 AND E-3 Here] 
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TABLE 1 

Oilfield Market Summary Statistics 

 Value 

Added 

Output 

Price Index 

Labor Price of 

Labor 

Capital Price of 

Capital 

Unit $1 ∙ 109 -- 1 ∙ 103 $1,000 $1 ∙ 109 % 

Oilfield Industry 1.7 2.0 6.1 76.0 1.4 20.5 

I) Exploration 0.6 1.7 -- 80.1 -- 25.8 

II) Drilling 1.4 2.4 -- 79.8 -- 20.9 

III) Completion 1.2 2.1 -- 75.3 -- 20.6 

IV) Production 0.5 2.1 -- 76.1 -- 19.7 

V) Capital Equipment 0.8 1.9 -- 68.3 -- 19.2 
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TABLE 2 

Estimate of Cobb-Douglas Production Function at Firm-Level 

 (1) (2) 

 (w/o IV) (w/IV) 

lnL .579*** 

(.016) 

.726*** 

(.013) 

lnK .134*** 

(.016) 

.226*** 

(.011) 

Time dummy Yes Yes 

Intercept 
1.62*** 

(.170) 

-1.28*** 

(.095) 

# of firms 114 113 

# of obs. 1525 1298 

Avg. Eff .458 .541 

Notes: Significant at: *5, * *1 and * * * 0.1 percent; Standard error in parentheses. 
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TABLE 3 

Productivity between Single-division and Multi-divisional Firms 

 (1) (2) 

Multi-divisional Firms .171 *** 

(.029) 

-- 

-- 

Number of Divisions -- 

-- 

.016*** 

(.005) 

Time dummy Yes Yes 

Intercept 
1.868*** 

(.078) 

.582*** 

(.027) 

Notes: Significant at: *5, * *1 and * * * 0.1 percent; Standard error in parentheses. 
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TABLE 4 

Estimate of Segment-specific Cobb-Douglas Production Function 

 (1) (2) (3) (4) (5) (6) 

 Exploration Drilling Completion Production Capital Equipment 

 (w/IV） (w/IV) (w/IV) (w/IV) (w/IV) (w/IV) 

 
Both Both Both Both 

Single- 

division 

Multi- 

division 

lnL .647*** 

(.037) 

.804*** 

(.022) 

.944*** 

(.025) 

.619*** 

(.027) 

.664*** 

(.032) 

.816*** 

(.032) 

lnK .283*** 

(.03) 

.185*** 

(.019) 

.072*** 

(.024) 

.309*** 

(.023) 

.187*** 

(.027) 

.173*** 

(.036) 

Time dummy Yes Yes Yes Yes Yes Yes 

Intercept 
-.721*** 

(.269) 

-1.7*** 

(.136) 

-2.24*** 

(.164) 

-.137 

(.192) 

-.672*** 

(.228) 

-2.17*** 

(.222) 

# of firms 18 53 44 28 22 22 

# of obs. 218 606 493 325 257 285 

Avg. Eff .719 .633 .606 .659 .610 .673 

Notes: Significant at: *5, * *1 and * * * 0.1 percent; Standard error in parentheses. 
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TABLE 5 

Change in Share of Revenue by Segment for Multi-divisional Firms  

Segments 

Entered 

Firm # Lowest Efficient Division 

Share Change 

Highest Efficient Division 

Share Change 

2 28 -7.5 % 7.5 % 

3 10 -5.6 % 1.1 % 

4&5 8 -0.4 % 0.9 % 

Total 46 -3.2 % 4.3 % 
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TABLE 6 

Efficiency Levels of the “Big Four” by Segment in 2014  

Segments Schlumberger Halliburton Baker Hughes Weatherford Oilfield Average 

Exploration 0.90 0.95 -- -- 0.71 

Drilling 0.68 0.70 0.72 0.53 0.61 

Completion 0.61 0.62 0.64 0.55 0.61 

Production 0.73 0.61 0.91 0.71 0.63 

Capital Equipment 0.63 -- -- 0.50 0.61 
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TABLE B-1 

OECD Data Summary Statistics 

 Value 

Added 

Labor Price of 

Labor 

Capital Price of 

Capital 

Unit $1 ∙ 1012 1 ∙ 106 $1,000 $1 ∙ 1012 % 

Total Economy 1.196 18.572 22.69 3.295 7.95 

I) Primary Sector 0.030 0.729 12.26 0.125 9.56 

Agriculture, Hunting, Forestry & Fishing 0.018 0.668 10.58 0.064 9.78 

Mining & Quarrying 0.013 0.064 37.22 0.064 9.83 

II) Secondary Sector 0.281 4.447 25.83 0.459 10.03 

Manufacturing 0.190 2.865 28.27 0.254 11.26 

Electricity, Gas & Water Supply 0.025 0.165 37.79 0.140 7.97 

Construction 0.066 1.417 19.89 0.068 10.88 

III) Tertiary Sector 0.885 13.396 22.47 2.730 7.43 

Trade, Restaurants & Hotels 0.195 3.948 15.64 0.182 10.02 

Transport, Storage & Communications 0.087 1.074 36.16 0.279 9.72 

Finance, Insurance, Real Estate & Biz Svs 0.323 2.483 27.32 1.607 6.72 

Community, Social & Personal Services 0.284 5.890 23.73 0.728 7.98 
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TABLE B-2 

Accuracy Test Results 

Model Error (1) (2) (3) (4)      (5)       (6) 

 Type 𝑒𝑒𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟(1) 𝑒𝑒𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟(2) 𝑒𝑒𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟(3) 𝑒𝑒𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟(4) 𝑒𝑒𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟(1)
𝑒𝑒𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟(2)

  
𝑒𝑒𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟(1)

𝑚𝑚𝑖𝑖𝑎𝑎𝑒𝑒≠1𝑒𝑒𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟(𝑝𝑝)
 

3Segments

Model 

MSE 0.160 0.985 0.377 0.989 16% 42% 

MAE 0.242 0.373 0.340 0.354 65% 71% 

9Segments

Model 

MSE 1.532 7.341 2.327 7.617 21% 66% 

MAE 0.612 1.093 0.657 1.093 56% 93% 

Notes: 𝑒𝑒𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟(1) is the error of the undistorted “equal marginal revenue per cost” estimation; 𝑒𝑒𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟(2) 

is the error of the “equal revenue per input” estimation; 𝑒𝑒𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟(3) is the error of the “equal revenue per 

cost” estimation; and 𝑒𝑒𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟(4) is the error of the “equal marginal revenue per input” estimation.   
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TABLE B-3 

Iteration Results by Different Initial Guess in 3 Segments Model 

  (1) (2) (3) 

I) Primary Sector Labor 

Capital 

0.467 

0.385 

0.467 

0.385 

0.467 

0.385 

II) Secondary Sector Labor 

Capital 

0.701 

0.287 

0.702 

0.286 

0.702 

0.286 

III) Tertiary Sector Labor 

Capital 

0.644 

0.302 

0.644 

0.302 

0.644 

0.302 

Notes: (1) is the estimation using “equal revenue per input” derived allocation as the initial guess; (2) is 

the estimation using “equal revenue per cost” derived allocation as the initial guess; and (3) is the 

estimation using “equal marginal revenue per input” derived allocation as the initial guess. 
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TABLE B-4 

Iteration Results by Different Initial Guess in 9 Segments Model 

  (1) (2) (3) 

1) Agriculture, Hunting, Forestry & Fishing Labor 0.407 0.408 0.408 

Capital 0.379 0.379 0.377 

2) Mining & Quarrying Labor 0.483 0.483 0.483 

Capital 0.343 0.343 0.343 

3) Manufacturing Labor 0.673 0.672 0.673 

Capital 0.319 0.319 0.319 

4) Electricity, Gas & Water Supply Labor 0.456 0.456 0.456 

Capital 0.364 0.364 0.364 

5) Construction Labor 0.625 0.625 0.625 

Capital 0.291 0.291 0.291 

6) Trade, Restaurants & Hotels Labor 0.670 0.670 0.670 

Capital 0.222 0.222 0.222 

7) Transport, Storage & Communications Labor 0.633 0.633 0.633 

Capital 0.203 0.203 0.203 

8) Finance, Insurance, Real Estate & Biz Svs Labor 0.602 0.602 0.602 

Capital 0.311 0.311 0.311 

9) Community, Social & Personal Services Labor 0.660 0.660 0.660 

Capital 0.328 0.328 0.328 

Notes: (1) is the estimation using “equal revenue per input” derived allocation as the initial guess; (2) is 

the estimation using “equal revenue per cost” derived allocation as the initial guess;. and (3) is the 

estimation using “equal marginal revenue per input” derived allocation as the initial guess.  
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TABLE E-1 

Change in Share of Revenue by Segment for Multi-divisional Firms (T-L Model) 

Segments 

Entered 

Firm # Lowest Efficient Division 

Share Change 

Highest Efficient Division 

Share Change 

2 28 -13.5 % 13.5 % 

3 10 -4.9% 2.2 % 

4&5 8 1.6% -1.1% 

Total 46 -8.9% 8.0% 
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TABLE E-2 

Estimate of Transcendental Logarithmic Production Function 

 (1) (2) (3) (4) (5) (6) (7) (8) 

 Entire Industry Exploration Drilling Completion Production Capital Equipment 

 (w/o IV) (w/IV) (w/IV） (w/IV) (w/IV) (w/IV) (w/IV) (w/IV) 

 
Both Both Both Both Both Both 

Single-d

ivision 

Multi-

division 

lnL .368*** .074 -.321*** -1.04*** -1.07*** -.698*** -.891*** -.990*** 

 (.065) (.063) (.120) (.098) (.099) (.089) (.180) (.243) 

lnK .291*** .524*** .153 1.04*** 1.32*** .314*** 2.06*** .749*** 

 (.04) (.043) (.174) (.079) (.130) (.106) (.200) (.135) 

ln LlnL -.034*** -.080*** -.049** -.173*** -.229*** -.092*** -.154*** -.117*** 

 (.007) (.006) (.023) (.014) (.018) (.014) (.023) (.025) 

lnKlnK -.013*** -.026*** .034 -.030** -.075*** -.003 .063* .044*** 

 (.005) (.006) (.026) (.013) (.025) (.012) (.035) (.013) 

lnLlnK .045*** .086*** -.062 .152*** .273*** .007 .139*** .014 

 (.01) (.01) (.046) (.025) (.037) (.022) (.052) (.031) 

Control lnK -- .151*** .513*** .060 .213** .128 -.228 .045 

 -- (.044) (.131) (.061) (.093) (.081) (.147) (.095) 

Time 

dummy 
Yes Yes Yes Yes Yes Yes Yes Yes 

Intercept 1.59*** .080 2.67*** 2.91*** 1.99*** 3.77*** .242 3.83*** 

# of firms (.202) (.219) (.523) (.328) (.309) (.284) (.762) (.685) 

# of obs. 114 113 18 53 44 28 22 22 

Avg. Eff 1525 1298 218 606 493 325 257 285 

Notes: Significant at: *5, * *1 and * * * 0.1 percent; Standard error in parentheses. 
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TABLE E-3 

Efficiency Levels of the “Big Four” by Segment in 2014 (T-L Model) 

Segments Schlumberger Halliburton Baker Hughes Weatherford Oilfield Average 

Exploration 0.66 0.89 -- -- 0.67 

Drilling 0.74 0.73 0.84 0.66 0.72 

Completion 0.57 0.46 0.62 0.42 0.50 

Production 0.71 0.67 0.73 0.62 0.61 

Capital Equipment 0.46 -- -- 0.40 0.55 
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FIGURE 1 

The Estimated Cobb-Douglas Production Function 
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FIGURE 2 

Efficiency Level for the “Big Four” and the Industry Average 
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FIGURE E-1 

Efficiency Level for BHI, HAL, SLB, WFT, and Industry Average (T-L)  
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